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RESEARCH ARTICLE

Changing Data Representations via
Abstraction and Refinement in FermaT

Martin Ward
Software Migrations Ltd., U.K.

Usually in program transformation theory the aim is to preserve functional equivalence of programs. However,
there are cases where exact functional equivalence is not desirable. When a program is converted from an im-
plementation using one data model to an implementation using a different data model, the two versions of the
program are not semantically equivalent, but there is a sense in which they implement the same function. In this
paper we present a technique for changing data representations based on a process of abstraction and refinement
and implemented in the FermaT program transformation system. A practical application of this technique is mi-
grating from low-level assembler code on a mainframe, which uses bit fields and compressed data, to a COBOL
system based on character fields and expanded data.

Categories and Subject Descriptors: []:
General Terms: D.2.4 [Software Engineering]: Software/Program Verification; D.2.5 [Software Engineering]:
Testing and Debugging; D.2.2 [Software Engineering]: Design Tools and Techniques
Additional Key Words and Phrases: Abstraction; Refinement; Formal Methods; FermaT; Program Transforma-
tion; Software Development

1. INTRODUCTION

In this paper we will outline a formal method for converting a program from one data
model to a different data model: i.e. changing the data representation of the program. The
method is based on program transformation theory: specifically, program refinement and
abstraction. We define an abstraction function which maps from the original concrete
implementation of an abstract data type to the corresponding abstract value. A second
abstraction function maps from the new concrete data type to the same abstract data type.
We show that, given an abstraction function, we can derive a method to convert a program
using one concrete representation to the corresponding abstract program, which can then
be refined into a new program using the new concrete data representation.

The method is illustrated with a case study: migrating from low-level assembler code
on a mainframe, which uses bit fields and compressed data, to a COBOL system based on

Correspondence address: Dr Martin Ward, Software Migrations Ltd., Spectrum House, Dunstable Road, Red-
bourn, St Albans, Hertfordshire AL3 7PR
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· Martin Ward

character fields and expanded data.

2. PROGRAM TRANSFORMATION

A program transformation is any operation on a program which preserves the semantics.
The semantics of a program is defined as a function which maps the program text (a syntac-
tic object) plus information about the domain or environment, to a mathematical function
or relation which defines the behaviour of the program. There are various functions and
relations which can be used to define the semantics of programs, these include:

—A function which maps each initial state to the corresponding final state, or set of final
states;

—A function which maps each initial state to the (finite or infinite) sequence of states
which occur during the execution of the program;

—A relation which associates initial states with the corresponding final states.

If the semantics, or the definition of equivalence, involves only initial and final states then
we classify it as a denotational semantics. If the semantics includes some or all of the states
which occur during the execution of the program, then we classify it as an operational se-
mantics. Any operational semantics can be used to define a corresponding denotational
semantics via an equivalence relation which ignores the intermediate states: so if two pro-
grams are operationally equivalent, they will also be denotationally equivalent, but the con-
verse is not true. A denotational semantics is more useful when program transformations
are used to:

(1) Prove that a given program is a correct implementation of a given specification: here
the specification may only define the relationship between the initial and final states,
while the implementation will include many intermediate states;

(2) Prove the correctness of an optimising transformation. The more efficient program
will generally take fewer intermediate states to compute the same output.

For the rest of this paper we will restrict attention to denotational semantics on non-
deterministic programs. The semantics of a program is defined as a function from the
initial state to the set of possible final states.

2.1 Data Representation

There are many different ways to implement a data structure in a program: for example,
a stack can be implemented as an array with a pointer or a linked list of heap-allocated
nodes.

Conceptually, a stack can be defined as an abstract sequence, with the stack operations
ASJ, Vol. 1(1), 2016
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Changing Data Representations ·
defined as operations on sequences:

init() =DF 〈〉

top(s) =DF

{
Error if s = 〈〉
s[1] otherwise

push(s,x) =DF 〈x〉++ s

pop(s) =DF

{
Error if s = 〈〉
s[2..] otherwise

is_empty?(s) =DF

{
true if s = 〈〉
false otherwise

A proposed implementation of this abstract data type can be proved correct by means of
an abstraction function: this is a function which maps from a concrete data structure to
the corresponding abstract data value. There may be more than one concrete data structure
which is a valid implementation of an abstract data value (for example: there are many
ways to lay out a linked list structure in memory, all of which are valid representations of
the same sequence).

Ideally, all abstract values should have at least one representation as a concrete value:
but in practice this may not be possible. For example, if there are an infinite set of different
abstract values, it is not possible to represent all of them in a finite computer system.

Suppose a stack is implemented as a linked list of nodes where, given a pointer sp to a
node, sp->data is the data value and sp->next is a pointer to the next node in the list. A
suitable abstraction function is:

φ(NIL) =DF 〈〉
φ(sp) =DF 〈sp->data〉++ φ(sp->next)

Proving the correctness of a concrete implementation therefore consists of proving that the
abstract value of the output of a concrete function is the same as the output of the abstract
function applied to the abstract value(s) of the input(s).

To be precise, suppose f is an abstract operation on one input, and F is the corresponding
concrete implementation. To prove that the implementation to be correct, we need to prove
that for all concrete values x:

f (φ(x)) = φ(F(x))

In other words, we need to prove that the diagram in Figure 1 commutes.

A A′

C C′

φ φ

f

F

Fig. 1: The Abstraction Function φ

ASJ, Vol. 1(1), 2016
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More generally, suppose SA is an abstract program which uses abstract variable a and
SC is the corresponding concrete program which uses concrete variable x. The two pro-
grams SA and SC are not semantically equivalent: for a start, they operate on different
variables! But using the abstraction function we can construct two programs which should
be semantically equivalent. We use these WSL (Wide Spectrum Language) statements:

—add(x) adds the variables in the list x to the state space and assigns arbitrary values to
them;

—remove(x) removes the variables in the list x from the state space.

See [5] for a description of the syntax and semantics of the WSL language. For brevity,
we write R (x) as an abbreviation for remove(〈x〉), which removes a single variable from
the state space. Any assignment to x before R (x) with no intervening reference to x can be
deleted since it cannot affect the final state: there is no variable x in the final state space of
a program which ends in R (x).

With this notation, we need to prove that the following semantic equivalence:

a := φ(x); R (x); SA ≈ SC; a := φ(x); R (a)

One disadvantage of the above is that the programs take a concrete value as input and
produce an abstract value as output: so they are a kind of “hybrid” between abstract and
concrete.

Using the WSL specification statement we can use the abstraction function φ to convert
abstract values to concrete values. A specification statement has the form:

x := x′.Q

where x is a list of variables, x′ is the corresponding list of “primed variables” and Q is any
formula. This statement assigns new values to the variables in x such that the formula Q is
satisfied, where within Q the primed variables x′ are the new values (to be assigned to x)
and x are the original values. For example, a simple assignment statement x := x+ 1 can
be defined as:

〈x〉 := 〈x′〉.(x′ = x+1)

If there is more than one set of values which can be assigned to x′ to satisfy Q then one set
of values is selected non-deterministically. If there are no values which satisfy Q, then the
statement aborts.

The list of variables x can be empty: this means that the statement cannot change the
value of any variable. Either Q is already satisfied (in which case the statement terminates
normally) or Q is not satisfied (in which case the statement aborts). So a specification
statement with an empty variable list is precisely equivalent to an assertion statement:

〈〉 := 〈〉.Q ≈ {Q}

Using the specification statement we can write a statement which converts an abstract
value to a suitable concrete value, with the particular value being selected nondeterminis-
tically:

〈x〉 := 〈x′〉.(φ(x′) = a)

ASJ, Vol. 1(1), 2016
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Changing Data Representations ·
With this statement, the semantic equivalence we need can be defined as an equivalence
between two abstract programs:

SA ≈ add(〈x〉); 〈x〉 := 〈x′〉.(φ(x′) = a);
SC; a := φ(x); R (x)

(1)

To prove the correctness of the concrete data representation we need to find a suitable
concrete program and then prove the above program equivalence. Note that due to the non-
determinacy in the specification statement, if we are able to prove the program equivalence,
then we have proved that our concrete program is a correct implementation of the abstract
program regardless of the concrete value selected to represent a given abstract value.

In the next section we describe a method for deriving the concrete program, given the
abstract program and the abstraction function.

2.2 Deriving the Concrete Program

In [6,7] we present a method for deriving a program from an abstract specification by
means of correctness-preserving refinement and transformation steps guided by informal
implementation ideas. In this section we show how the program derivation method can be
extended to include changes in the data representation: specifically from an abstract data
type to a concrete implementation of the data structures.

We use the fact that any translation from an abstract to a concrete value is reversible,
i.e.:

add(〈x〉); 〈x〉 := 〈x′〉.(φ(x′) = a); a := φ(x); R (x)

≈ skip

So:

SA ≈ add(〈x〉); 〈x〉 := 〈x′〉.(φ(x′) = a);
a := φ(x); R (x); SA

Note that the converse is not necessarily true: there may be several different concrete values
which represent the same abstract value.

We may assume that the concrete variable x does not appear in SA, so the remove state-
ment can be moved past SA:

SA ≈ add(〈x〉); 〈x〉 := 〈x′〉.(φ(x′) = a);
a := φ(x); SA; R (x)

The next step is to “push” the assignment a := φ(x) into the structure of SA, through the
structure, transforming the program as we go, and out at the end. We may assume that the
concrete variable x does not appear in SA.

First, consider the atomic (non-compound) statements:

—If SA does not reference a then:

a := φ(x); SA ≈ SA; a := φ(x)

—If SA is an assertion {Q} which refers to a, but not x, then:

a := φ(x); {Q} ≈ {Q[φ(x)/a]}; a := φ(x);

where Q[φ(x)/a] denotes Q with every free occurrence of a replaced by φ(x).
ASJ, Vol. 1(1), 2016
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—If SA is a specification statement which assigns to a, say 〈a〉 := 〈a′〉.QA, then define:

QC =DF QA[φ(x)/a][φ(x′)/a′]

Any assignment can be inserted just before a remove statement, so:

a := φ(x); 〈a〉 := 〈a′〉.QA; R (x)

≈ a := φ(x); 〈a〉 := 〈a′〉.QA

〈x〉 := 〈x′〉.QC; R (x)

≈ a := φ(x);
〈a,x〉 := 〈a′,x′〉.(QA ∧ QC); R (x)

≈ a := φ(x);
〈a,x〉 := 〈a′,x′〉.(a′ = φ(x′) ∧ QC); R (x)

since φ(x′) satisfies QA, given that a = φ(x)
≈ a := φ(x); 〈x〉 := 〈x′〉.QC; a := φ(x); R (x)

≈ 〈x〉 := 〈x′〉.QC; a := φ(x); R (x)

since the first assignment to a is overwritten by the second. So we can set SC to 〈x〉 :=
〈x′〉.QC.

For the compound statements, we assume that a suitable SC exists for all statements with a
lower degree of recursion nesting and for all smaller statements than SA:

—Suppose SA is of the form SA
1 ; . . . ; SA

n . By the induction hypotheses, these exist state-
ments SC

1 , . . . , SC
n such that

a := φ(x); SA
i ; R (x) ≈ SC

i ; a := φ(x)R (x)

Then:

a := φ(x); SA
1 ; . . . ; SA

n ; R (x)

≈ a := φ(x); SA
1 ; R (x); . . . ; SA

n

since none of the Si refers to x
≈ SC

1 ; a := φ(x); R (x); . . . ; SA
n

by the induction hypothesis for SA
1

≈ SC
1 ; . . . ; SC

n ; a := φ(x); R (x)

by induction.
—Suppose SA is of the form if then SA

1 else SA
2 fi. By the induction hypotheses, these

exist statements SC
1 and SC

2 which satisfy the required condition. Then:

a := φ(x); if then SA
1 else SA

2 fi; R (x)

≈ if [φ(x)/a] then a := φ(x); SA
1 ; R (x);

else a := φ(x); SA
2 ; R (x) fi

≈ if [φ(x)/a] then SC
1 ; a := φ(x); R (x)

else SC
2 ; a := φ(x); R (x) fi

by the induction hypothesis

ASJ, Vol. 1(1), 2016
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Changing Data Representations ·
≈ if [φ(x)/a] then SC

1 ; else SC
2 fi;

a := φ(x); R (x);

—Suppose SA is a recursive procedure (µX .SA
1 ). Each finite truncation (µX .SA

1 )
n of SA has

a lower level of recursion nesting, so by the induction hypothesis there exists a statement
SC

1 such that:

a := φ(x); (µX .SA
1 )

n; R (x)

≈ (µX .SC
1 )

n; a := φ(x); R (x)

Therefore:

a := φ(x); (µX .SA
1 )

n+1; R (x)

≈ a := φ(x); SA
1 [(µX .SA

1 )
n/X ]; R (x)

≈ SC
1 [a := φ(x); (µX .SA

1 )
n; R (x)/X ]

by applying all the previous cases recursively over the structure of SA
1

≈ SC
1 [(µX .SC

1 )
na := φ(x); R (x)/X ]

by the induction hypothesis for n
≈ SC

1 [(µX .SC
1 )

n/X ]; a := φ(x); R (x)

by again applying all the previous cases recursively over the structure of SC
1

≈ (µX .SC
1 )

n+1; a := φ(x); R (x)

as required.
As so often happens, the base case for the induction is trivial since (µ.X .S)0 = abort for
any S.

This completes the proof.
By applying the above rules, given an abstraction function and an abstract program we

can construct a corresponding concrete program which applies the change in data repre-
sentation (as defined by the abstraction function) to the abstract program.

In the development of a large program there may well be several places where the data
representation is changed from a more abstract representation to a more concrete represen-
tation.

2.3 Example Data Representation Change

Consider the following example program:

proc F(n) ≡
if n > 0 then F(n−1); x := g(n,x); F(n−1) fi.

We can convert the parameter n to a global variable by decrementing and incrementing it
around the recursive calls:

proc F() ≡
if n > 0 then n := n−1;

F(); x := g(n+1,x); F();
n := n+1 fi.

ASJ, Vol. 1(1), 2016
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The generic recursion removal theorem, described in [2] uses a stack (L) to transform a re-
cursive program to an equivalent iterative program. The application of this transformation
is purely mechanical and automatic and results in the following iterative program which is
equivalent to the procedure F :

var 〈L := 〈〉,d := 0〉 :
while n > 0 do n := n−1; L := 〈1〉++ L od;
do do if L = 〈〉 then exit(2) fi;

d := L[1]; L := L[2..];
if d = 1

then x := g(n+1,x); L := 〈0〉++ L; exit
else n := n+1 fi od;

while n > 0 do
n := n−1; L := 〈1〉++ L od od end

Note that the only values pushed onto the stack are 0 and 1, so we can represent the stack
using an integer c such that the digits in the binary representation of c are the elements of
the stack. Our abstraction function is:

φ(1) =DF 〈〉
φ(c) =DF 〈c mod 2〉++ φ(bc/2c)

Note that φ is undefined for c = 0. If we apply this abstraction function to the abstract
program, using the methods defined above, we immediately derive the following concrete
program:

var 〈c := 1,d := 0〉 :
while n > 0 do n := n−1; c := 2.c+1 od;
do do if c = 1 then exit(2) fi;

d := c mod 2; c := bc/2c;
if d = 1 then c := bc/2c; x := g(n+1,x);

c := 2.c; exit
else n := n+1 fi od;

while n > 0
do n := n−1; c := 2.c+1 od od end

The while loop sets c to c.2n + 2n− 1 and sets n to zero. We will absorb the assignment
to c into the loop. If we also expand the statement if d = 1 . . . backwards, we can remove
local variable d:

var 〈c := 2n+1−1〉 :
do n := 0;

do if c = 1 then exit(2) fi;
if odd?(c)

then c := bc/2c; x := g(n+1,x); c := 2.c;
c := c.2n+1−1; exit

else c := c/2; n := n+1 fi od od end

When c is odd, the statements c := bc/2c; c := 2.c are equivalent to c := c−1. When c is
even we will repeatedly increment n and divide c by 2 until it becomes odd. This suggests
applying entire loop unrolling to the inner loop:
ASJ, Vol. 1(1), 2016
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Changing Data Representations ·
do n := 0;

do if c = 1 then exit(2) fi;
while even?(c) do c := c/2; n := n+1 od;
if c 6= 1 then c := c−1; x := g(n+1,x);

c := 2n.(c+1)−1exit fi od od

If c = 1 in the second if statement, then on the next iteration, both loops will exit. So the
inner loop is a dummy loop which can be removed. The while loop is equivalent to the
statement: n := n+ ntz(c); c := c/2ntz(c) where the function ntz(c) returns the number of
trailing zeros in the binary expansion of c. Since n is initially zero, this is equivalent to:
n := ntz(c); c := c/2n. If the result is not 1 (i.e. if c had more than a single 1 digit in the
expansion) then assignments:

n := ntz(c); c := c/2n; c := c−1; c := 2n.(c+1)−1

simplify to n := ntz(c); c := c− 1, so we can remove the variable n and replace it by
ntz(c):

do if c = 1 then exit fi;
if c/2ntz(c) 6= 1

then x := g(ntz(c)+1,x); c := c−1
else c := c/2ntz(c); exit od od

The test c = 1 is redundant, since if c = 1 then ntz(c) = 0, so the loop will exit anyway
without changing c. So the loop is equivalent to a while loop:

while c/2ntz(c) 6= 1 do
x := g(ntz(c)+1,x); c := c−1 od

Finally, we can represent c by the integer i with abstraction function c = i+2n+1, since c
starts out greater than 2n+1, and the loop terminates as soon as c = 2n+1, and for i > 0 we
have ntz(c) = ntz(i):

var 〈i := 2n−1〉 :
while i > 0 do

x := g(ntz(c)+1,x); c := c−1 od end

While this iterative form for the original recursion has been known for many years [1], the
importance of the result is that the iterative form was derived directly from the recursive
program simply by the application of a generic recursion removal transformation (which
introduces a stack), a change in data representation to convert the stack of bits to a single
integer, followed by some generic optimisation transformations to simplify the result. This
sequence of generic transformations has been applied to many different types of algorithm
[4,6,7].

3. ABSTRACTION AND REFINEMENT

The previous section suggests a means to prove the connection between two different con-
crete data representations where there is no suitable abstraction function to connect them:

(1) Find an appropriate abstract data type such that both representations are valid imple-
mentations of this data type; then

ASJ, Vol. 1(1), 2016
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(2) Determine suitable abstraction functions and prove that the corresponding diagrams
commute.

For example: suppose we have a program which uses a stack implemented as a fixed
size array with a stack pointer. We want to re-write the program to use a linked list: this
will remove the fixed limitation on the size of the stack (although it will still be limited by
the amount of available memory) and will ensure that a stack containing a small number
of elements will only consume a small amount of memory.

A suitable abstraction function for the array implementation is:

ψ(i,A) =

{
〈〉 if i = 0
〈A[i]〉++ ψ(i−1,A) when i > 0

where A is the array, and i is the stack pointer.
Pushing an element x onto the array is implemented as:

push_A(i,A,x) =

{
Error if i = N
i := i+1; A[i] := x otherwise

where N is the maximum size of the array.
The relationship between the two implementations (array and linked list) is one of ab-

straction and refinement: we can abstract the array implementation to the stack abstract
data type and then refine it to the linked list implementation.

The key to the usefulness of the abstraction and refinement process is the definition of the
abstract data type: in general, any two programs are related via abstraction and refinement:
abort is an abstraction of any program and any program is a refinement of abort. In
practice, the abstraction and refinement relation is restricted by the abstract specification
for the program: any abstraction step which gives a result which is more abstract than
the specification can no longer guarantee that the final refinement is an implementation
of the specification. With this restricted form of abstraction and refinement, the relation
between the two versions of the program (i.e. the programs which use two different data
representations) is that they are both refinements of the abstract specification, using two
different abstraction functions.

4. CONSTRUCTING A SUITABLE ABSTRACTION
FUNCTION

The abstraction and refinement technique is straightforward to apply when an abstract spec-
ification and development history is available. In this case, the “abstraction” part of the
process is already present, and the developer just needs to start at the appropriate level of
abstraction and refine to a new program using the new data representation. In the transfor-
mational programming approach to software development [6,7] it is recommended that the
initial abstract specification and the transformational derivation of executable code should
be maintained, not just the final version of the code (which can be regenerated by executing
the derivation process on the initial specification). However, most of the code in existence
was not generated by this method: indeed most code was not generated by any formal
method. Any existing specifications or documentation may well be out of date and cannot
be relied upon. So the only accurate definition of the meaning of a program is the code
itself.
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This causes a problem when carrying out the abstraction and refinement process: it may

not be obvious which variables and code sections correspond to the implementation of a
particular abstract data type. This problem is exacerbated in assembler systems: the code
to implement a particular data type may be scattered through the program (for efficiency
reasons) and data may be re-used in different operations.

For example, a concrete operation to push an element onto a stack implemented as an
array is:

i := i+1; A[i] := x

However, we cannot guarantee that these two statements appear together: they may be
separated by other code, or may appear in a different order:

A[i−1] := x; i := i+1

If we do not know how many stacks are being used in the program, or which variables are
implementing these stacks, then there is an initial analysis required before any abstraction
and refinement process can be completed: without further analysis it is impossible to tell
whether or not a particular variable increment statement such as j := j+1 is part of a stack
operation implemented using an array.

Given a program which we need to migrate to a new data model, the first step in the
analysis is therefore to determine the abstract data type corresponding to the concrete data
stored in each variable.

For simplicity we assume in this paper that each variable holds data of a single type
throughout the execution of the program. In general, a data item may be re-used to hold
different abstract values in different parts of the program. This is particularly important
for assembler programs where any memory variable can store data of any type, and where
registers and work areas may be used and re-used frequently as the program executes.
These situations can be handled by computing the Static Single Assignment (SSA) form
of the program and then analysing the SSA form to group the set of assignments and
references to a particular variable into partitions which are independent in the sense that
systematically renaming all the occurrences of the variable in one partition does not affect
the function of the program (because an assignment in one partition cannot affect any
reference in a different partition). After this renaming, each variable van be expected to
hold data of a single type throughout the execution of the program. This renaming process
is beyond the scope of this paper.

4.1 Assembler to COBOL Migration

IBM mainframe assembler includes the following native data types, these are the types for
which there are native instructions operating on that type:

—16, 32 and 64 bit binary numbers in two’s complement format.
—Character strings of any length (up to 264− 1 bytes). Characters are usually stored as

8-bit bytes. Older programs typically use the EBCDIC encoding, more recent machines
can also use ASCII encoding. The older move and compare instructions (MVC and CLC
respectively) operate on strings of up to 256 bytes, the newer MVCL and CLCL instructions
operate on strings up to up to 16,777,215 bytes, while the “extended” instructions (MVCLE
and CLCLE) use the entire contents of a 64 bit general register for the length of the move
or compare.
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—Unicode character strings with two or four byte characters.
—Packed decimal numbers. A packed decimal data item consists of 2n−1 digits packed

into n bytes, one digit per nybble. The lowest order nybble indicates the sign: 0x0C for
a positive value, 0x0D for a negative value and 0x0F for an unsigned value. A packed
decimal data item can be 1 to 16 bytes long (1 to 31 digits).

—Zoned decimal data: a string of 1 to 256 characters representing a number with one digit
per character. The least significant digit may have a sign encoded in its high nybble:
0xCn for a positive value, 0xDn for a negative value and 0xFn for an unsigned value,
where n is the least significant digit. Note that in the EBCDIC encoding digits 0–9 are
encoded as 0xF0 to 0xF9 respectively. The PACK instruction converts zoned decimal to
packed, while the UNPK instruction converts packed decimal to zoned.

—A hexadecimal floating point value consisting of a sign bit, a seven bit exponent (−64
to 63 as a power of 16) and either a six hexadecimal digit fraction (for a 32 bit floating
point number), or a 14 hexadecimal digit fraction (for a 64 bit floating point number).
More modern IBM mainframes also have 128 bit floating point numbers, in addition to
binary and decimal floating point formats.

—Bit operations can be applied to data from 1 to 256 bytes in length.

In addition to the above native data types, there are also data types specific to the appli-
cation: such as dates represented in various formats, customer codes, location codes and
so on.

It is possible to migrate from assembler to COBOL while preserving all data exactly
as it is represented in the assembler. This option has been used successfully in major
migration projects, and may well be the best option: especially when parts of the system
are remaining in assembler and need to inter-operate with the migrated COBOL code.

However, some COBOL compilers (such as the IBM mainframe COBOL compiler)
have yet to implement the “new” features in the ISO/IEC 1989:2002 standard, which was
published in 2002, with a CS (Committee Draft) available in 1997. This standard added
support for bit fields and bit operations, but current mainframe compilers do not have native
support for these operations.

In our case study (see Section 6) we are migrating from assembler to IBM mainframe
COBOL which does not have native bit operations. Therefore, the requirement from the
customer is to convert the data representation for bit fields, packed hex digit fields and
packed decimal digit fields to COBOL strings. There are also code fields which need to be
expanded: for example, a one byte country code is expanded to a four character code, and
various date formats of various sizes are expanded to a standard ISO 8601 ten character
date field of the form YYYY-MM-DD.

In our case study, an assembler fullword (32 bit data definition) could contain any of the
following data structures:

—A 32 bit binary number. In this case, the variable will be implemented in COBOL as a
data item with type S9(9) COMP which is a signed 32 bit binary, so no change is needed;

—A 31 bit pointer. Note that mainframe assembler also has 24 bit pointers which are
stored in a 32 bit data item, where the top eight bits can be used for additional data. The
initial IBM System/360 was released in 1964 and included a range of machines with
different capabilities. The low-end models (such as the Model 40 which could be rented
for a mere $20,000 a month) had an eight bit data bus: so it took four memory accesses
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to load a 32 bit word. At the time, 24 bits seemed sufficient to store an address (16MB
of RAM should be enough for anyone), so a 24 bit address mode was defined: programs
in this mode could execute faster, since loading an address required only three memory
accesses. Nearly 50 years later, modern 64 bit z/OS systems are still compatible with
the 24 bit address mode in order to cater for legacy software.

—A string of four characters. This will be implemented in COBOL with the type X(4),
so the length of the COBOL data is the same as the length of the assembler data even
though the types are different;

—A string of eight decimal digits. In the assembler, each byte contains two digits. In
COBOL, there is no simple way to extract the low order or high order four bits from a
character, so we want to implement this data item as a string of eight digits with type
9(8);

—A “packed decimal” data item: this will have seven decimal digits plus a four bit sign
field in the lowest four bits. The sign is usually one of: 0x0C for a positive value,
0x0D for a negative value and 0x0F for an unsigned value. Packed decimals are a native
COBOL data format with type S9(7) COMP-3. The length and format of the COBOL
data is the same as the assembler in this case..

—A string of eight hexadecimal digits. COBOL does not have a specific type for hex
digits, so this will be implemented as a string of eight characters with type X(8);

—A set of 32 bit flags. Standard mainframe COBOL does not have bit operations, other
than as callable routines. These were added to the COBOL language in the COBOL
2002 ISO and ANSI standards, but IBM’s mainframe COBOL compilers have yet to be
updated to these standards. Traditionally, COBOL programmers implement a flag as a
single character containing one of two values, such as “Y” or “N”;

—A hexadecimal floating point value consisting of a sign bit, a seven bit exponent (−64 to
63 as a power of 16) and a six hexadecimal digit fraction. More modern IBM mainframes
also have binary and decimal floating point formats.

Similarly, a halfword (16 bit data item) could be a number, or two characters, or four hex
or decimal digits, or sixteen flag bits etc.

Our abstraction function needs to be defined in such a way that each data item is mapped
to the appropriate abstract data type. However, the assembler data definition may simply
state that variable FOO is a fullword, or a string of four characters, with nothing in the
definition to indicate which of the above types of data will be stored in this variable. Even
for packed decimals, we cannot rely on the assembler programmer declaring the data as a
packed decimal: there is no type checking in assembler and nothing to stop the programmer
from declaring data as one type and using it as another type.

So, in order to construct a suitable abstraction function automatically, we need additional
information.

There are three main sources of information which can be used to determine the data
type of a variable:

—Documentation for record layouts: these usually have documentation, most internal data
does not. Note that although the record layout may be documented, different programs
and even different modules within the same program may use non-standard field names;

—Documentation for utility module parameters: the case study system includes a number
of utility modules which take parameters of known types. For example, one module is a
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utility which takes two parameters: a five byte record consisting of five one byte fields
(code, function, state, country and exp2) and a 47 byte record with seven fields. When-
ever a call to this module is encountered, we can deduce the types of the parameters;

—Examine the operations applied to the variable: for example, if a bitwise AND or OR
operation is applied with a constant parameter of 0xF0 or 0x0F then the data is likely to
be either packed decimal digits or hex digits. A packed decimal operation or comparison
can only be applied to decimal data. A Pack instruction converts packed decimal data to
zoned decimal and an Unpack instruction does the reverse, and so on;

Using this initial information, we can deduce information about unknown data items via
type inferencing:

—If variable FOO is copied from BAR, then we can infer that FOO and BAR have the same
data type: at least, from this point onwards in the program (see below);

—If variable FOO is compared against variable BAR then they have the same data type.

By analysing the operations carried out on data items (eg bit manipulation, packed deci-
mal operations and comparisons, binary numeric operations, assignments of hex digit flag
values and so on), we can infer the type of each data item. This type inference can then
be propagated through the program: for example, if two data items are added via a packed
decimal addition operation, then we know that both data items are packed decimals.

To carry out the type inferencing analysis we first construct the transitive closure of
all simple assignments and comparisons to put the data names into a set of equivalence
classes: we may assume that all data items in a class are of the same data type. This
process is described in more detail in the discussion of the case study (Section 6).

File records may not be declared as such in the assembler code, so it may not be clear
which data definitions describe known record structures. However, it is possible to deter-
mine from the source code and JCL (Job Control Language) instructions which files are
used by each program, and therefore which record structures are potentially in use within
each module.

We have implemented a process which compares the sequence of data definitions in the
assembler against the set of possible record layouts. If the match is sufficiently close, then
we can assume that the set of definitions will be applied to the data in the corresponding
record layout. From the documentation for this record layout, we can determine the data
type for each field in the record layout.

5. POINTER HANDLING

The main barrier to totally automated type inferencing is that data may be addressed via a
pointer. Suppose an assembler instruction copies four bytes from the address in R3 to the
address in R4. Without any further information about the data pointed at, it is impossible
to determine whether the four bytes should be left as four bytes, expanded to eight bytes
or 32 bytes, or perhaps a ten byte date field, or some other combination (the four byte data
area might consists of two or more fields of different types).

COBOL has native language features for pointers and pointer arithmetic, but these are
not commonly used by COBOL programmers. So the assembler to COBOL migration en-
gine includes a number of specialised transformations for tracking and eliminating point-
ers where possible. For example, when an assembler module processes an array of data
ASJ, Vol. 1(1), 2016

19



Changing Data Representations ·
records, the usual assembler implementation is to use a register as a pointer which is incre-
mented to process each record in sequence. The migration engine can detect this code and
automatically convert the data representation to an array of records, replacing the register
pointer by an index into the array. More general examples of pointer arithmetic will need
human intervention to resolve the pointer.

6. CASE STUDY

Our case study consists of an assembler system currently in production in a large American
insurance company. The system consists of over 3,000 programs and 8,991 assembler
modules (many of which are used in more than one program).

Each assembler module is translated into low-level WSL and then transformed to re-
structure and simplify the WSL. See [3,5] for a description of the migration process. The
data translation operation is applied before translation to COBOL and consists of the fol-
lowing stages:

(1) Equivalence Classes: Partition all data items into a equivalence classes as follows:
(a) Process each statement which copies from one variable to another variable and

ensure that both variables are placed in the same equivalence class. Create a new
class if needed, or merge two existing classes;

(b) Process all relations (less than, greater than, equal, etc.) and ensure that the
operands are in the same class;

(c) Process all packed decimal operations and ensure that the operands are in the
same class;

(2) Type Inferencing: Examine the operations on all data items to determine the type of
data:
(a) An assignment which moves a hex value other than 0x40 (an EBCDIC space),

0x00 or 0xFF indicates that the target contains hex digits or packed decimal digits
(b) An assignment which moves a hex string indicates that the target contains hex

digits;
(c) An assignment which moves a string other than a hex string indicates that the

target contains string data;
(d) A bit operation with a hex value of 0x0F or 0xF0 indicates that the target and

other parameter contains hex digits or packed decimal digits;
(e) A packed decimal operation shows that the data contains packed decimals: unless

it is a pack or unpack instruction applied to a single byte. It is extremely rare to
find a single byte packed decimal (since this can only contain values the -9 to +9),
but quite common for the PACK and UNPK instructions to be applied to a single
byte in order to reverse the nybbles in the byte. In the latter case, we may assume
that the byte contains two hex digits;

(f) If an unpack operation is applied with a length one greater than the defined length
of the source field, then we may assume that the source field actually contain
packed decimal digits with no sign nybble;

(g) Finally, check for calls to utility modules which take parameters of known types;
The order of the above operations ensures that the more accurate information overrides
less accurate information. For example, if a field is known to contain packed decimal
digits this overrides any previous determination that the field contains packed hex
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digits (since the latter determination cannot usually distinguish between packed hex
and packed decimal digits);

(3) Data Conversion: The final stage is to translate operations on the old data to the cor-
responding operation on the new data. For example, extracting a nybble from a byte
which contains hex or packed digits translates to extracting the appropriate character
from a string. Substring operations which have a known length and span over several
data fields need to be modified to take into account the changed lengths of the data
fields. Pack and unpack operations translate to simple assignments, since the packed
field has already been converted to the corresponding unpacked field. As each oper-
ation is updated, the data fields are renamed so that we know which operations have
been processed. Calls to known utility modules are also converted (see below).

The method for translating utility module calls is a three stage process:

(1) Determine the type, offset and length for each field in each parameter.
(2) Apply any data translations to the parameters to convert to the new data model. Use

dataflow analysis to propagate known data types through the code. This is the same
process that is applied to file records as they are converted to the new data model.

(3) Apply pattern matching and replacement to the calls to replace them with the equiva-
lent new code or calls to new utilities. For example: after translating the parameters, a
call to a simple type translation utility which expands packed hex or decimal digits to a
string is replaced by a simple assignment (since after data translation, both the source
and destination contain string data). This pattern matching and replacement will also
deal with re-ordering parameters, adding new parameters etc.

Three typical utility functions will now be described:

—Module U01 takes two parameters: a source and a length. It will set a return code in
register R15 depending on whether the input data field consists of valid packed decimal
digits (i.e. no nybble in the input data contains any hex digit A–F).
When the translation engine sees a call to this utility it knows that the first parameter
contains packed data. This will be expanded to a string, after which the utility call can
be removed and replaced by equivalent WSL code:

if numeric?(source[1 . .2∗ length])
then r15 := 0
else r15 := r fi

The test for numeric characters is a native operation in COBOL. Note that the length
parameter is doubled since the packed string has been translated to a character string
which is twice as long.
Further transformations can merge this if statement with a subsequent test of r15 to elim-
inate the register assignment.

—Module U02 takes 3 parameters: input, length and output. Each byte of the input hexfield
is expanded to two bytes in the output.
On finding a call to U02, we know that the first parameter is a hexfield whose length is
given by the second parameter, while the third parameter is a character field twice as
long.
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After translating the parameters, and any related data, a pattern match and replacement
operation converts the utility call to a simple assignment.

—Module U03 takes a single parameter which should be a four byte data area. It returns
with the current date stored in the parameter as eight packed digits in the form YYYYM-
MDD.
This will be translated to a call to the new COBOL date module, which returns an ISO
8601 date as a ten byte field in the form YYYY-MM-DD.

Any known information about data types (eg as defined in the documentation) is pro-
vided to the transformation process in the form of a text file, called the master translation
file, in the following format:

Asm-Name New-Type Type COBOL-Name

The fields are space-separated to make the file human readable.

—Asm-Name The assembler data name. The translation engine can look up the declared
assembler type and length of the data from the assembler name.

—New-Type Shows the type and length of the COBOL data which the , for example X(10)
for a ten byte string.

—Type This field indicates the type of translation (if any) required. The possible values
include:
—obsolete This field will not be needed in the new system, so has no COBOL name;
—code This one byte field is a country code which will expand to a four character field;
—string This field is a string which will be unchanged;
—packed A packed decimal field which is also unchanged, since COBOL has native

support for packed decimal data;
—digits A packed digit string which will expand to a character string twice as long;
—hex A packed hex digit string which also expands to a character string;
—DDMMCCYY A date field in the given format. All date fields will be converted to ISO

8601 standard date ten byte date fields in the form YYYY-MM-DD.
—COBOL-Name This will typically include a suffix: when type inferencing determines that

a new assembler variable is equivalent to one already in the table, then the new variable
will be allocated a new COBOL name consisting of the assembler name plus the suffix
from the COBOL name of the related variable.

This information is updated as the transformation progresses and a new file written at
the end of the process which includes all information.

After checking the draft master translation file, and adding new data names, and check-
ing the output of the pointer dereferencing analysis, this program will apply the data trans-
lations given in the master translation file to the module, generating new code which uses
the new data model.

7. CONCLUSION

In this paper we have outlined a method for translating a program from one data represen-
tation to a different data representation by a process of abstraction and refinement. A major
application of this method is in migrating from assembler to COBOL where it is desired
to use native COBOL 74 data representations wherever possible: eliminating packed hex
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and decimal digits, bit operations, non-standard date fields and so on. A case study involv-
ing 8,991 assembler modules demonstrates that the method can be used with commercial
assembler systems.

Complete automation of the process is not always possible, due to cases where data is
accessed via pointers and it cannot be determined from the module source code alone what
type of data is being addressed. Many pointer references can be resolved by static analysis,
with the remainder requiring some manual intervention.
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1. INTRODUCTION

In recent years the interest towards electronic education has been growing stronger. As
a result of that many universities have developed and implemented their own systems for
electronic and long-distance education. In line with this trend a Distributed eLearning
Centre (DeLC) project was implemented in the Faculty of Mathematics and Informatics
aiming at the development of an infrastructure for context-aware delivery of electronic
education services and teaching content, personalized and customized for each individual
user [1], [2].

DeLC is a reference architecture, supporting a reactive, proactive and personalized pro-
vision of education services and electronic content. The DeLC architecture is modeled as
a network which consists of separate nodes, called eLearning Nodes. Nodes model real
units (laboratories, departments, faculties, colleges, and universities), which offer a com-
plete or partial educational cycle. Each eLearning Node is an autonomous host of a set of
electronic services. The configuration of the network edges is such as to enable the access,
incorporation, use and integration of electronic services located on the different eLearning
Nodes. The eLearning Nodes can be isolated or integrated in more complex virtual struc-
tures, called clusters. Remote eService activation and integration is possible only within
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a cluster. In the network model we can easily create new clusters, reorganize or remove
existing clusters (the reorganization is done on a virtual level, it does not affect the real
organization). For example, the reorganization of an existing cluster can be made not by
removing a node but by denying the access to the offered by it services. The reorganiza-
tion does not disturb the function of other nodes (as nodes are autonomous self-sufficient
educational units providing one or more integral educational services).

Wired and wireless access to the eLearning services and teaching contend have been
implemented in DeLC. The current DeLC infrastructure consists of two separate education
clusters [3]. The first one, known as MyDeLC, delivers educational services and teaching
content through an educational portal. The second one provides mobile access to services
and content over an extended local network called InfoStations.

VES is developed as a successor to DeLC accounting for two important tendencies in
the development of Internet and Web. The broad usage of the Internet and its steady trans-
formation into a network of objects [4], as well as the globalization of cyberspace, are a
foundation for the rapid development of cyber-physical social systems which will lead to
essential technological, economical and sociological consequences in the following years.
The phrase cyber-physical systems is used to specify a tight integration and coordination
between computational and material resources where a compact integration between cal-
culation, communication and control exists as well as interaction with the environment in
which they are situated [5]. For a number of applicational areas it is necessary to measure
the presence of the human and social dimensions within those spaces. Have we reached the
point where the social and human dynamics become an indelible part of the cyber-physical
space so that the inclusion of the term "social" is completely reasonable. One logical con-
sequence is the notion of Pervasive Intelligent Spaces, where humans and objects interact
intelligently among themselves in a way known as anywhere-anytime-anyhow. The spaces
become intelligent when they are capable of monitoring what is happening inside them,
have the ability to model their own behavior and to operate on the basis of their own de-
cisions as well as interact with the inhabiting communities. Apparently, besides residents,
these spaces require the buildup of a suitable information infrastructure.

Those types of spaces can introduce new approaches and scenarios for solving complex
problems in the field of electronic education. An important tendency in electronic educa-
tion is that it is based on the integrated character of the highly technological world that
people live and study in. A basic priority is the development of education spaces via inte-
grating different technologies which engage the students and increase the interest towards
the learning process in ways that were heretofore impossible; create new opportunities
for education and teaching, improve and broaden the interaction with local and global
communities [6]. Education spaces, both physical and virtual, are planning environments
where different forms of integrated education are performed. They relate the school, home
and educational community by increasing and supporting a flexible education outside the
boundaries of the school buildings and outside the usual school days. Those spaces can
also direct the making of strategic decisions in schools, government and educational insti-
tutions.

A second important tendency that appears with the idea of transforming DeLC into a
virtual education space is the creation of semantic web. The semantic web is a develop-
ment of the current syntactic web where the infrastructure delivers a model of machine-
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comprehensible data. The data is stored separately but can easily be integrated if necessary.
The idea for semantic web was first introduced by Tim Berners-Lee et al in [7] [8]. Ideas
for the usage of semantic web in the electronic education are presented in [9]. At the cur-
rent moment using the capabilities of semantic web in electronic education is the subject
of strong scientific interest.

The first ideas for the virtual education space (VES) are presented in [10]. A detailed
characteristic of the space is given in [11]. In this publication we make a general character-
istic and present the architecture of the Virtual Education Space. We also discuss problems
related to the implementation and modelling of the space.

2. VES OVERVIEW

2.1 Basic characteristics of the VES

VES is an intelligent space. In accordance with [12] [13] an intelligent space is a envi-
ronment that can continuously monitor what are happening in it, can communicate with
their inhabitants and neighbourhoods, can make related inference and decisions and act on
these decisions. In comparison to DeLC, an intelligent education space will support more
effectively the process of blended learning, integrating electronic forms of education with
the real learning process.

VES is context-aware. According to [14] context is all information which can be used
to characterize the situation of an identity. By "identity" we can designate a man, a place
or an object which are viewed as meaningful for the interaction between user and appli-
cation, which includes themselves. In accordance to the definition of context, Dei defines
that a system is context-dependent if it uses contexts to deliver significant information
and/or services, and the importance depends on the user’s tasks [15] [14]. In our case
context-dependency is the ability of a system to find, identify and interpret the changes
(events) in its environment and depending on their nature to undertake compensating ac-
tions. The main compensating actions (attributes for context-dependency) are personaliza-
tion and adaptation. Personalization is the system’s ability to adapt to individual features,
desires, intentions, goals of the users. Adaptation is the system’s ability to adapt to the re-
maining context features such as area of knowledge, school subject, types of devices used
by the end-users.

VES is scenario-oriented. From user’s point of view, the space is a set of separate e-
learning services and educational scenarios provided for the use through education portal
DeLC or personal assistants. Scenarios are implemented by corresponding workflows ren-
dering an account of the environment’s state. Thus it is possible to take into account various
temporal characteristics (duration, repetition, frequency, start, end) of the educational pro-
cess or events (planned or accidental) which can impede or alter the running of the current
educational scenario. To deal with emergencies (earthquake, flood, fire) there are defined
emergency scenarios which are executed with the highest priority.

VES is a controlled infrastructure. Access to the space’s information resources is only
possible through the so-called "entry points." The personal assistants operate as typical
entry points while the education portal of DeLC is a specialized entry point; a user has to
be in possession of a personal assistant or to use the portal to be able to work in the space.
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2.2 VES Architecture

The VES architecture contains different types of components. Assistants play an important
role in the space. Three types of assistants are supported in the space (1). The personal
assistants have to perform two main functions providing the needed "entry points" of the
space (Fig.1, first orbit). First, they operate as an interface between their owners and
the space and if necessary, carry out activities related to personalization and adaptation.
Secondly, they interact with other assistants in the space in order to start and control the
execution of the generated plans. In certain cases they operate operate as an intermediary
for activation of scenarios or services. The personal assistants will be usually deployed
over users’ mobile devices. The specialized assistants are usually located on the server
nodes of the VES, known as operatives (Fig.1, third orbit). They support the execution of
the plans generated by the personal assistants; therefore they implement suitable interfaces
to the available electronic services and data repositories. Operatives serve two subspaces,
known as DiLibs-Subspace and Admin-Subspace respectively. Guards (Fig.1, second or-
bit) are special assistants which are responsible for safety and the efficient execution of
the plans in the space. These are usually intelligent devices that react to various physical
quantities in the environment, e.g. smoke, temperature, humidity. The guards act as an
interface between the physical and the virtual world in the space.

2.3 Assistants as Intelligent Agents

VES is "populated" only by active components known as assistants. Each assistant has to
play a role in accordance with its delegated responsibilities. The responsibilities (tasks)
can be implemented or delivered by external electronic services. The electronic services
themselves cannot be separate operational components of the space because they are suit-
able for implementation of business functionality but are static without having the proper-
ties to be context-aware and intelligent. The assistants, implemented as intelligent software
agents, constitute the kernel of the space. The assistants are active context-aware intelligent
components that support the planning, organization and implementation of the educational
process. The basic features of the intelligent assistants are:

—Autonomy - they operate without the direct intervention of humans or other agents, they
have control over own actions and internal states;

—Reactivity - they perceive their environment maintaining continuous contact with this
environment and respond to changes that occur in their environment;

—Proactivity - they not only act in response to their environment. They are able to be
proactive exhibiting a goal-driven behavior; "

—Sociality - they are able to interact and cooperate with other assistants via some commu-
nication language (e.g. ACL [16]).

Furthermore, the space assistants are implementing as limited rational agents which
means the following:

—They have only partly control over the space;

—Operate with limited capacity (resources) on the planning, forecasting, selection and
execution of actions;
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Fig. 1: VES Architecture

—In accordance with the task completed they be able to assess their behavior and based
on these evaluations to measure the effectiveness of their actions.

Significantly in the "bounded rationality" is finding meaningful solutions for efficient
use of available resources. The scope of the action of a rational agent can be defined as
the optimal success according to its current knowledge and skills, limited resources and
limited time. A model known as "practical considerations" can be applied for decision-
making by rational agents. A rational agent holds a practical consideration performing two
steps:

—Deliberation - at this stage, the agent decides what to do (what purpose it wants to
achieve) using its mental states;

—Planning (means-ends reasoning) - at this stage, the agent decides how to meet the goal.

Operation of a rational agent is presented by help of "sense-think-act" life cycle where de-
liberation and planning is fitted with sensors and effectors. BDI (Belief-Desire-Intention)
architecture [17] presented a human-like model for bounded rationality is usually used for
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development of rational agents. In the deliberation step three mental states of an agent play
an important role:

—Beliefs represent perceptions of the agents about their environment;
—Desires represent agents’ wishes or tasks that have not been converted into intentions;
—Intentions are committed desires.

In the means-ends step an agent outlines the process for addressing how to achieve a goal
using existing resources (also known as planning). The planning module of the agent takes
as input a structure consisting of:

—Goal, i.e. the current intention of the agent;
—Current state of the environment, i.e. the beliefs of the agent;
—Possible actions of the agent.

The result is an action plan for achievement the goal.

3. PERSONAL ASSISTANTS

3.1 Sense-Think-Act Cycle

The personal assistants operating in the space are implementing as intelligent agents with
bounded rationality whose operation cycle is given in Fig. 2. During the deliberation a
personal assistant tries to determine its current goal (intention) with the help of the three
mental states (beliefs, desires, intention).

3.2 Events

The unified presentation of the mental states and relations between them will ease the
development of a general model of an agent’s deliberation. In the suggested architecture
for a personal assistant the events perform this function.
An event is a basic concept within the VES. However, a universal definition has not been
reached, as multiple theories exist concerning events; e.g. in computing, an event is an
action or occurrence detected by the program that may be handled by the program [18];
in philosophy, events are objects in time or instantiations properties in objects [19]; in
probability theory, an event is a set of outcomes of an experiment to which a probability is
assigned [20]; an event in the Unified Modeling Language (UML) is a notable occurrence
at a particular point in time [21]. In the space, events take place as in the real world as well
as in the virtual one bridging the both. However, all these events have to be represented in
the virtual world (assistants) to make them amenable to usage from the assistants. An event
can be presented as an atomic identity which can only be identified but not attributed, or the
event can be presented as an identity which can be attributed by allowing the identification
and working with the different attributes. In the space we accepted the model given in
[22]. The presented model is a six-faceted model that aims at establishing a common
foundation for a wide diversity of applications and addresses several elementary aspects of
event description.
These aspects are briefly characterized as follows [22]:

—Structural - events are a modeling concept applicabale at many different levels of ab-
straction. Events can be combined in many different ways to define other events, which
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Fig. 2: PA’s sense-think-act cycle

can also be related to other events, thus creating complex structures and hierarchies of
events [23];

—Informational - an event model should provide information about the events that occur
(e.g. event type) and should support a taxonomical organization of event types. The way
for creating complex events and hierarchies is determined by the area of application;

—Temporal - the temporal characteristics of the events have to be taken into account be-
cause the events are inherently related to the concept of time;

—Spatial - a common event model should also show location awareness and support dif-
ferent ways of capturing the spatial aspect in an event’s description;

—Causal - in many applications the users are interested in the chain of events;

—Experiential - various applications offer users engaging ways of exploring and experi-
encing a course of events to let them gain insights into how the events evolved.
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3.3 PA’s Deliberation Phase

In our deliberation model the three mental states (beliefs, desires, intentions) are pre-
sented as events. An event is defined at the level of the applicable area and is loaded with
the semantics of terms from that area; thus, events are holding a lecture, participating in
a seminar, holding an examination, exercises. Those events can be characterized through
different attributes. In the deliberation phase a central role is played by desires, presented
as a personal calendar of the user (PC ABC.2.). Thus for instance, the personal calendar
of a student would include all activities that he has to perform in order to successfully
complete the school year. Those can include attending lectures, participating in seminars,
taking examinations. All those activities are viewed as potential events which can occur in
the future. The role of beliefs is to determine definitively the actual access to the personal
calendar. The goal of the actual access is to identify a desire (or a number of desires) from
the calendar, a candidate for becoming the agent’s actual goal. Afterwards, this desire is
transformed into an actual goal (generate_goal() in Fig.2.). In accordance to the actual be-
liefs there are two types of desires: ones that can be transformed into intentions and ones
who only remain desires (e.g. an absence from a lecture, seminar or an examination). In
our model there are two types of basic beliefs; they are the current date and current time.
Independently from the type of the event which was perceived by the agent, they play an
important role in the realization of the actual access to PC. Agent’s deliberation phase is
completed with generation of current intention.

3.4 PA’s Planing Phase

After the actual intention has been determined during the deliberation phase, the PA has
to make a plan for its achievement. In our model the planning is performed in dependence
with the type of the goal (Fig. 2). Usually, the PA requires the execution of a certain
educational scenario (run_edu_scenario()) by generating a query to the operative agents
of the digital libraries. In certain cases (see p. 5.1.), the activation of electronic services
or educational scenarios is achieved through the PA’s intermediation (activate_service(),
activate_edu_scenario()). There are instances where a PC update is required (update(PC));
such an example is given in p. 5.3.

4. OPERATIVES

Operatives are the second large group of active components in the space. They are usually
situated on the space’s servers. Operatives (realized as intelligent agents) are not suitable
software components for delivering business-functionality. The functionality is realized
as electronic services which in their nature are static and cannot operate as separate com-
ponents in the space. For that reason a suitable interface operative is supplied for each
service, which makes the respective service an active component by allowing it to interact
with other components in the space. In accordance with the functions that the operatives
perform, the space can be viewed as containing two subspaces called DiLib-Subspace and
Admin-Subspace.

4.1 DiLibs-Subspace

The main goal of the operatives functioning in the DiLib-Subspace, is to secure the ex-
ecution of the educational scenarios which are directly related to the education process.
When an educational scenario has to be realized, the necessary operatives secure the suit-
able work stream. The operatives of that subspace realize interfaces to three components
ASJ, Vol. 1(1), 2016
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supplied to the space by DeLC - SCORM 2004 Engine, Test Engine and Event Engine.
The operatives’ environment in that subspace is mainly comprised of digital libraries. The
digital libraries are a specialized storage where mainly educational content is stored. Us-
ing the SCORM 2004 standards (for presenting educational content) and QTI 2.1. require
certain structure of the digital libraries. In them they store also specifications for the ed-
ucational scenarios. The digital libraries are created and actualized mainly with the help
of specialized editors delivered to the users by the digital interface. When necessary, their
content can be dynamically actualized by the serving operatives.

4.2 Admin-Subspace

Admin-Subspace secures all activities related to the organization, control and documen-
tation of the education process. In the administrated database is stored all the necessary
useful information for planning, organizing, protocoling and documenting the educational
process such as school plans, programs and schedules, protocols from examinations, grade-
books. One example for organization of the school process is the preparation of the stu-
dents’ personal assistants. What is significant here is the creation of individual student
calendars (desires of the personal assistants serving them). The individual calendars are
generated automatically by the school curriculum for a school term or a school year. From
the school curriculum certain events can be derived which are related to the student’s imme-
diate learning activity such as lectures, seminars, examinations. Afterwards, the calendar
can be completed with events of extracurricular character such as a birthday party, meeting
friends, hobbies. Two operatives play an important role in that subspace - the electronic
gradebook and the teacher’s notebook.

4.3 Interaction between the two subspaces

The two subspaces interact intensively for securing blended learning. An example for such
an interaction is the scenario for protocoling the students’ electronic testing (Fig. 3). The
student’s personal assistant (PAS), interacting with the teacher’s personal assistant (PAT),
determines for execution an educational scenario for electronic testing. Catalog Operative
(CO), operating within the DiLibs-Subspace, analyzes the scenario and determines the
necessary work flow, i.e. the Interface Operative (IO) and Content Access Operative (CAO)
agents serving the scenario’s execution. Since the activation of the Test Engine is realized
through the client layer of the space, the PAS is used for that goal. The results from the
test are written in the student’s book of the tested student which causes a change in the
environment and the activation of the Student Book Operative (SBO). Depending on the
results (e.g. a failed test), the SBO informs the PAT which in turn requires from the PAS
an actualization of the student’s PC (requesting a date for re-taking the examination and on
confirmation, storing it in the PC).

4.4 Operatives’ Environment

Context-Awareness and intelligent behavior cannot be achieved only by the presence of
intelligent agents. These have to be also supported in the agents’ environment, i.e. in-
telligently structured data is also required. Under "intelligent" we understand suitably
structured data which can be stored separately and when necessary (executing complex
queries), easily integrated [24]. The environment of the assistants operating in the DiLIbs-
Subspace, is built in relation to the requirements of the standards SCORM 2004 and QTI
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Fig. 3: DiLibs - Admin Interaction

2.1. for structuring the necessary repositories. The administrative information in the
Admin-Subspace is stored in relational databases. A flaw of these repositories and data
bases is the absence of semantics. For that reason in the assistants’ environment different
educational ontologies are developed. Using semantic technologies we intend to achieve
the following benefits:

—Education focused on the student - the teaching material, possibly from different authors,
can be related to commonly agreed ontologies. Personalized courses can be developed
through semantic queires. The teaching material can be sought and derived from the
context of actual problems in accordance with the decisions of the learner;

—Flexible access - the knowledge can be accessible in any order that the learner desires.
The circumstances will be determined by suitable semantic annotations. Support for
non-linear access;

—Integration - An integrated platform for the business processes of the organizations. The
educational activities can be integrated in those processes.
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The ontologies are also an effective mechanism for realizing a shared comprehension. In
electronic education it is suitable to build the following storages for knowledge (ontologies)
[25]:

—Ontology of the teaching content - containing basic concepts of the area in which the
education is performed, and the relations between them;

—Pedagogical ontologies - for solving pedagogical problems related to the comprehension
of the teaching material. For instance, the teaching material can be classified as: lessons,
exercises, illustration examples, solutions for problems with a high degree of difficulty;

—Structural ontologies - define the logical structure of the teaching material and typical
knowledge of that type include hierarchical and navigational relations.

5. VES IMPLEMENTATION

The space is built in the following stages:

—Transforming DeLC;
—Developing the space’s assistants;
—Experimenting and modeling.

5.1 DeLC Transformation

DeLC environment is service-oriented and multi-layered, consisting of three logical layers:
user interface, e-services and digital libraries. The user interface supports the connection
between the users and the portal. Through it the users can register in the system and create
their own personalized educational environment. The user interface visualizes and provides
access for the user to services, depending on their role, assigned during the registration.
Three components called ’engines’ are located in the middle layer that are transparent for
the users. Using the information, contained in the meta-objects, they can effectively sup-
port the activation, execution and finalization of the eLearning services. SCORM 2004
Engine is implemented for delivering an interpreter of the electronic content, developed in
accordance with the SCORM 2004 standard. The Test Engine assists in performing elec-
tronic testing using the DeLC environment. The Event Engine supports a model for event
management, enabling the users to see and create events and also be notified for them in ad-
vance. The events in the system reflect important moments for the users, such as a lecture,
examination, test, national holiday, birthday, etc. One event is characterized by attributes,
such as a name, start and end date and time, details, and information if it is a recurring one,
as well as rules for its recurrence. The Event Engine supports yearly, monthly and weekly
recurring. The third layer contains electronic content in the form of repositories, known as
digital libraries. Test Engine is the most-often used service in the real teaching process in
the Faculty of Mathematics and Informatics in the Plovdiv University. For that reason we
started the transformation of DeLC from this component. The main goal of the represented
architecture (Fig.4) is implementing an Test Engine as a part of Virtual Education Space.
The access to the functionalities of the engine is provided by web services for managing,
assessing and analyzing digital assessment content (Web Services Layer). These services
are in direct communication with a multi-agent content and assessment management sys-
tem (Assessment Agent System) that is responsible for providing the digital information
resources requested by users via the web services from the service layer of the Test En-
gine. The Assessment Agent System manages the digital content by using the provided
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REST web services for database access to acquire it and cooperative work between the
existing agents for its processing. The digital assessment content that the engine manages
is designed as a fully compliant with the QTI 2.1 final specification [26]. Defining the ar-
chitecture and its provided services in such a way facilitates a wide range of opportunities
for integrating the proposed Test Engine in the space.

Fig. 4: Test Engine Architecture

The Service Layer of the represented architecture is a set of the provided web services
that act as a mediator between the User Interaction Provisioning modules (portlets) and
the Assessment Agent System. Due to the fact that the assessment content implementation
is fully compliant with the information model defined by the QTI specification, the set
of functionalities implemented as services that can be performed over and with the data
are well defined and can be classified in three main groups - Delivery Services responsi-
ble for delivering the assessment content, Reporting Services for outcome data manage-
ment and Storage Services for basic data transfer in and out of the eTesting system. The
core of the Assessment Provisioning implementation is the Assessment agent System. It
is the actual eTesting realization as a multi-agent system that provides the management
and implementation of the digital assessment content and processes in an intelligent and
adaptive fashion. The service layer acts as a user accessible wrapper of this core that
ASJ, Vol. 1(1), 2016
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makes the processes of assessment and content management transparent to the users. The
two basic aspects of information management concerning eTesting - assessment content
and assessment processes management - distinguish two groups of agents in the assess-
ment multi-agent system to perform the specific operations defined by the concrete aspect
of management - Content Management Agents (CMA) and Assessment Delivery Agents
(ADA). The key concept that makes it possible for the assessment agent system to com-
municate with the provided web services in the proposed eTesting system is the adoption
of the Web Services Integration Gateway (WSIG) architecture [27] that defines one agent
(Gateway Agent - GA) that mediates the communication between externally provided to
the multi-agent system web services (Service Layer) and all other agents on the platform
that wish to exchange data with these services (CMA, ADA). The eTesting functionalities
are implemented as goals set by the GA when a service request from the Service Layer is
received or autonomously generated by the GA or other agents. These goals are achieved
by the deliberate actions of a single or a group of CMA or ADA as a result of their col-
laboration. This approach for implementing the eTesting functionalities provides flexible
mechanisms for adding new functionalities to the eTesting management system that enrich
the provided business logic in both functional diversity and complexity aspects. Accessing
the digital content in the main storage (the Item Bank) via communication with the pro-
vided REST API enhances data caching in the Item Bank - Cache ensuring fast content
management and manipulation. The component that ensures decoupling between the im-
plementation of the assessment management logic and the digital data management is the
REST Web Services Layer. It provides a REST API [28] for database access for acquiring
and manipulating the needed digital assessment content. Using the provided REST mech-
anisms for caching and data delivery this component ensures a full quick access to all the
needed information while leaving the assessment processes logic implementation intact.

5.2 Assistants Development

The first stage aims towards building the kernel of the space which includes the transformed
environment of DeLC, which was discussed in the previous paragraph. SCORM 2004
Engine, the new version of Test Engine and Event Engine make the server part of that
kernel. The client part includes only one entry point - the DeLC portal. The goal of the
second stage is expanding the kernel with the following new components:

—Personal Assistants and Operatives;
—Game-Oriented Learning;
—eLearning Ontologies.

Game-Oriented Learning and eLearning Ontologies are examined in two publications [29]
[30]. Here we will look at several aspects related to the development of PA. Since PA
is individual, it cannot be programmed from the very beginning for each user. We need
a generic architecture from which instances of individual PA can be configured, whose
creation is a serious challenge. There are several options with regard to a generic PA’s
architecture:

—The agent is entirely located on the server - the advantages of this approach are that
there will be no need to migrate the agent and/or its states between the different mobile
devices which the user would potentially use; high efficiency in processing complex
tasks or such associated with processing large amounts of data - only the results will be
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sent to the mobile device. The disadvantages are the increased amount of traffic between
the client device and the server (even for the performance of simple tasks), which in turn
can involve potential security problems and jeopardize the transfer of information;

—The agent is entirely located on the client device - this approach has several drawbacks:
such a system would take a substantial part of the relatively limited resources of the
mobile devices; migration of the agent states across mobile devices will be necessary,
which is a considerably complex and difficult task;

—The agent is distributed between the client device and the server side - this approach
allows an efficient distribution of the tasks that the agent has to perform as well as if
there is a need of some kind of agent migration - it will be in a minimum extent. This
architecture also significantly reduces the traffic between the client and the server and
allows greater flexibility and scalability of the application.

For that reason we pay attention to the distributed architecture, which is further determined
by JADE-LEAP (Lightweight Extensible Agent Platform) selected technology for imple-
mentation of the personal assistants. This is an extension to the basic JADE specifically
designed for mobile devices with limited resources [31]. The choice of this technology is
motivated by many reasons, some of which are the following:

—The platform is developed entirely in Java, which coincides with the language used for
the development of VES and the Android operating system;

—Facilitates the development of multi-agent systems via an intermediate layer that is com-
patible with the specifications of FIPA [32];

—Provides tools to facilitate debugging and deployment and there is a transparent com-
munication mechanism between the agents through ACL messages;

—JADE supports the use of many additional libraries, one of which provides the important
to us BDI architecture, through which we can implement the mental states of intelligent
agents, namely autonomy, social ability, reactivity, proactivity and rationality.

In addition to JADE-LEAP to ensure dealing with the mental states of the agents we are in-
tegrating JADEX environment [33]. The JADEX reasoning engine follows the BDI model
and facilitates easy intelligent agent construction with sound software engineering founda-
tions. It allows agents’ programming in XML and Java and can be deployed on different
kinds of middleware such as JADE. The platform allows mixing of agents with different
architecture in one application. JADEX provides also a framework for developing software
agents running on the Android platform. The personal assistants, responsible for interac-
tion with users should provide a convenient and intuitive interface. This is a reason why we
have chosen the Android platform. Furthermore, at the present, Android is the most popu-
lar mobile platform in the world and supports a great number of different mobile devices.
In addition, the Android provides a very powerful development framework for building ap-
plications for mobile devices. It automatically adapts the user interface to look its best on
every device, while giving the developer as much control as he wants over the whole user
interface on different device types [34]. There are convenient tools for developers which
offer a full Java IDE with advanced features for developing, debugging and packaging An-
droid applications. The environment offers an emulator of virtual devices that emulates
any hardware configuration. The platform uses Java and is open source, which allows
working with multiple, external, written by third-party libraries. The Android philosophy
is to support an extremely high level of user customization.
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5.3 VES Modeling

During the third stage we predict the development of models of the space and experiment-
ing with them. With the help of those models we aim at:

—Checking and studying in-depth the expected behavior of the assistants and the interac-
tions among them;

—Studying and understanding the temporal dependencies in the space;
—Supporting the formalization of structures in the space.

Our goal is to develop a united technological environment for modeling which includes
three formal systems (CCA, CS-Flow, Tempura), which will support both the modeling
of the entire space and its separate components. Context-awareness requires applications
to be able to adapt themselves to the environment in which they are being used such as
user, location, nearby people and devices, and user’s social situations. The Calculus of
Context-aware Ambients (CCA) [35] has been proposed to model context-aware systems.
The Calculus of Context-aware Ambients (CCA) is a process calculus based on the notion
of ambients. CCA is used to model ambients in terms of process, location and capability.
In [36] are demonstrated the capabilities of the calculus for modeling the mLecture, mTest
and mTutorial services presented by DeLC. The context-aware process management in
the Virtual Education Space is a significant problem to be solved. We believe a scenario-
oriented management is appropriate where various education scenarios can be activated
depending on the specific situation in the space. At the same time we are looking for
opportunities for formal specification of these scenarios. Contex Secure Flow (short CS-
Flow) is a formal interpretable language for presenting of context-aware workflow [37].
Recently, we are going to examine the language use in VES [11].

The most important characteristic of the scenarios is that they are time-dependent, there-
fore we need a proper formalism to describe them and an interpreting mechanism to cor-
respond with our system. A good approach for developing the required interpreting mech-
anism is to look for a formal notation which allows on one hand to specify the scenarios
with their temporal characteristics and on the other hand allows the existence of a possibil-
ity for a program interpretation of those specifications. Usually formal logic-based models
are suitable in such situations. Apparently, in this case a formal notation using first order
logic is inapplicable, according to time-critical specifics of the system. Thus, the formal
notation Interval Temporal Logic (ITL) was chosen for the following reasons [38]:

—ITL is a time-dependent logic allowing the presentation and control of linear and parallel
processes. A basic characteristic of this logic is considering time as a discrete sequence
of points in time called intervals. Losing the concept of time as an endless notion we
can describe different processes in a way similar to the operation of modern computers
and software systems;

—For ITL there is an interpreting mechanism and its program realization called Tempura.

In [39] is presented the AjTempura, the new version of the Tempura interpreter which is
agent-oriented and written in Java. This interpreter can work in a united technological
environment for modeling of the space.

6. CONCLUSION

In this paper, the Virtual Education Space that is an intelligent, context-aware, scenario-
oriented and controlled infrastructure is presented. Now, our efforts are directed towards
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the implementation of personal assistants. A huge challenge is how do we achieve per-
sonalization? Therefore, we are going to develop a detailed generic assistant’s architecture
that can be adapt to specific users.
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In multimedia databases, data are images, audio, video, texts, etc. Research interests in these types of databases
have increased in the last decade or so, especially with the advent of the Internet and Semantic Web. Fundamental
research issues vary from unified data modelling, retrieval of data items and dynamic nature of updates.
The work presented here builds on findings in Semantic Web and retrieval techniques and explores novel tagging
methods for identifying data items. Tagging systems have become popular which enable the users to add tags
to Internet resources such as images, video and audio to make them more manageable. Collaborative tagging is
concerned with the relationship between people and resources.
Most of these resources have metadata in machine processable format and enable users to use free- text keywords
as search techniques. The limitation with such techniques includes polysemy (one word and different meaning),
synonymy (different words and one meaning), different lexical forms (singular, plural, and conjugated words)
and misspelling errors or alternate spellings. We introduce semantic characterization of web resources that de-
scribes the structure and organization of tagging, aiming to extend the existing Multimedia Query using similarity
measures to cater for collaborative tagging. In addition, we discuss the semantic difficulties of tagging systems,
suggesting improvements in their accuracies.
The scope of our work is to increase the:

—accuracy and confidence of multimedia tagging systems.
—similarity measures of images by integrating varieties of measures.

To address the first shortcoming, we use the WordNet based on a tagging system for social sharing and retrieval
of images as a semantic lingual ontology resource. For the second shortcoming we use the similarity measures in
different ways to recognise the multimedia tagging system.
To increase the accuracy of the tagging system we have performed different experiments on many images using
similarity measures and various techniques from VoI (Value of Information).
The findings have shown the linkage/integration between similarity measures and that VoI improves searches and
helps/guides a tagger in choosing the most adequate of tags.

Categories and Subject Descriptors: []:
General Terms: H.3: INFORMATION STORAGE AND RETRIEVAL:[General, Content Analysis and Indexing,
Information Storage, Information Search and Retrieval, Online Information Services, Library Automation, Digital
Libraries], H.5: INFORMATION INTERFACES AND PRESENTATION: [Multimedia Information Systems
Hypertext/Hypermedia]
Additional Key Words and Phrases: Multimedia, Semantic Web, Similarity measures, Tagging Systems, Collab-
orative tagging
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1. INTRODUCTION

The availability of internet-enabled devices, such as mobile phones, desktops, laptops,
tablets, mini tablets, PDAs, set-top boxes and smart TVs, has facilitated the access to
upload and modify content, images, video and audio media. Here are some statistics which
show

—An estimated 7 Petabytes is the amount of photo content added to Facebook every day;
—By the middle of 2011, an estimated 100 billion photos were hosted;
—During 2012, 300 million new photos were added every day;

—In 2012, 4.5 million photos uploaded to Flickr each day;
—In 2011, 6 billion photos were hosted by them;

—5 billion is the total number of photos uploaded to Instagram since its start Sept 2012
—58 photos are uploaded every second.

Similar statistics can be found for other types of media - audio and textual. Therefore,
the Internet has become a universal source of rich learning resources. We call this Univer-
sal Library that almost renders obsolete the traditional libraries (albeit physical or virtual).

Nonetheless, we should observe the following

—Whilst we can imposed structure on traditional libraries, the Universal Library is, on the
whole, unstructured and un-organised;

—Each object in the Universal Library is tagged (including empty tags).
—The un-structured nature of the Universal Library gives its popularity and should be

maintained and preserved.
—The growth of a Traditional library is limited, bounded and finite in nature, the Universal

Library is almost unbounded and unlimited.
—We can argue that, from an educational theorist view point, the globalisation and the

scale of the Universal Library should greatly benefit the learning process.

The inherent structure in the traditional libraries, gives it the advantages of precise search-
ing. The inherent difficulty of the Universal Library is in its imprecise search. Therefore,
the key challenge is how can the accuracy and efficiency of search and retrieval be im-
proved without too many restrictions? In what follows, we will attempt to shed some light
on such a challenge.

2. TAGS AND THEIR CHALLENGES

A tag is a word chosen by the subject to identify the object. Such presents many challenges,
including:

2.0.0.1 The influence of the users’ culture. : Ethnicity and cultural differences guide
perception and cognition differently. For example, an analysis of image tags created by
European American and Chinese participants concluded that whereas Westerners focus
more on foreground objects, the Easterners have a more holistic way of viewing images
early on. This was discovered through the analysis of tag assignment order. For Easterners,
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the specificity of tags increased from holistic scene description to individual objects. On
the other hand, the tags given by the Westerners focused on individual objects first and then
on overall scene content.

2.0.0.2 The influence of Motivation. : Motivations, probably, forms a major influence
on the usability of tags for all purposes. Tags that arise from the need of future retrieval
and contribution, particularly for the benefit of external audience, are likely to be visually
more relevant compared to tags used for personal references. Images that are annotated
and shared within special interest groups are very likely to be specifically annotated and
heavily monitored. They would also be heavily influenced by the motivation of the interest
group.

2.0.0.3 The Users’ Domain knowledge. : Some users who tag their images with non-
understandable words, characters, personal references or numeric symbols, can only be
thought of as doing so because they have a praticular knowledge about the domain that
caused them to save and annotate the images in the first place. Such tags have no use
or meaning to the wider audience, and should be filtered out, so as not to affect usage
statistics.

2.0.0.4 The issue of Semantic loss. : An annotator in folksonomies is not obliged to
associate all relevant tags with an image, leading to semantic loss in the textual descrip-
tions. The batch-tag option provided by most photo sharing sites adds to this problem by
allowing users to annotate an entire collection of photos with a set of common tags. Even
if such tags are potentially useful to provide a broad personal context, they cannot be used
to identify image-level differences, thus leading to semantic loss. One consequence of this
fact is that the absence of a tag from an image description cannot be used to confirm the ab-
sence of the concept in that image. Hence, such images cannot be directly used as negative
examples for training.

2.0.0.5 The issue of Vocabulary. : The spontaneous choice of words to describe the
same content varies among different people, and the probability of two users using the
same term is very little. Known as the vocabulary problem, this issue is often cited as a
common characteristic of folksonomic annotations. The different word choices introduce
problems of polysemy (one word with multiple meanings), synonymy (different words
with similar meanings) and basic level variation (use of general versus specialized terms
to refer to the same concept).

2.0.0.6 Operational Challenges. : In addition to these challenges, collaborative tag-
ging imposes its own addition challenge. An object (or a resource) in a collaborative
tagging environment, is continually tagged:

—with 0 or more tags (in some system, up to 75 tags are allowed per an object ,)

—by more than one subject (user),

—using different languages or notations (i.e. abbreviations - lol, omg, etc., and that

—a tag can be removed at any time by its creator.

3. SIMILARITY MEASURES

The similarity between two images can be characterised as follows [5].
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—The similarity between two images A and B is related to their commonality. The more
commonality of attributes they share, the more similar the two images are.

—The similarity between two images A and B is related to the differences between them.
The more differences their attributes have, the less similar the two images are.

—The maximum similarity between two images A and B can only be reached when A and
B are identical, no matter how much commonality they share.

There are many similarity measures that can be employed to deal with the many challenges
that collaborative tagging presents. Jaccard coefficient [2] can be used to work out the
similarity between images based on user’s tags. The coefficients are used to normalise
the co-occurrence between two tags. The Jaccard coefficient, sometimes referred to as
the "Jaccard similarity coefficient”, can be defined as a statistic used for comparing the
similarity and diversity of sample sets. That is, given two objects, X1 and X2, each with n
binary attributes, the Jaccard coefficient is a useful measure of the overlap that X1 and X2
share with their attributes. Each attribute of X1 and X2 can either be 0 or 1.

σ(X1,X2) =
|X1∩X2|
|X1∪X2|

For example if we consider the following attributes for a fruit: Sphere, sweet, sour and
crunchy. Then, an Apple (X1) and a Banana is represented as

Apple = {1,1,1,1} and | Apple | = 4
Banana = {0,1,0,0} and | Banana | = 4

Here we have
Apple ∪ Banana = {1,0} with | Apple ∪ Banana | = 2, and
Apple ∩ Banana = {1} with | Apple ∩ Banana | = 1 .

σ(Apple, Banana) = |Apple∩Banana|
|Apple∪Banana| = 0.5

The resulting similarity between two images ranges from 0 meaning the images are exactly
opposite, to 1 meaning the two images are exactly the same, with 0 usually indicating
independence, and in-between values indicating intermediate similarity or dissimilarity.

For example, if we search for a photo of a Barking Dog using Flickr, Figure 1:

We can add a 3-field structure to the tag, namely, object, action and background. This
would be then compared with similar words stored in the WordNet database. By applying
ASJ, Vol. 1(1), 2016

44



Semantically Enhanced Search ·

Fig. 1: Inaccurate search of barking dog

Jaccard similarity measure over the returned list of words , will give back a similarity score
between 0 and 1.
Applying this to our barking dog yields a much better results, in Figure 2.
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Fig. 2: Examples of Accurate search for a barking dog

4. THE FRAMEWORK

Our model of image ranking [5] can further be detailed by the following chart, Figure 3,
where web users tag images with semantically related words, such as "Jelly Bean" together
with "Android". Within a large photo sharing social website containing numerous indepen-
dent users, such as Flickr, the semantic relationship can be captured and utilised. However,
this method alone is not sufficient to all the relationships between the tags such as "win-
dow" in the photo of a "house". The photos containing both "house" and particular style
of "window" may be tagged as "house" only. Such an issue can be solved by applying tag
visual correlation to measure the tags visual similarity. These two methods of correlations
only use the relation between tags, which can be combined in the Rankboost framework
[7] [1], which in turn uses the order of instances rather than the absolute distance.

The tag recommendation process can be explained by an example, where a selected photo
with user-defined tags and an ordered list of candidate tags is derived for each of the user-
defined tags, based on tag co-occurrence. The lists of candidate tags are then used as input
for tag aggregation and ranking, which ultimately produces the ranked list of recommended
tags. For example, the photo of SacrÃ c©-Coeur Figure(4) may have two user-defined tags,
namely SacrÃ c©-Coeur and Paris. Using Tag Co-occurrence, a list of co-occurring tags
(church, architecture, montmarte, seine, Europe, travel and night) is derived 4. They have
some tags in common, such as France and Paris. After aggregation and ranking four tags
are recommended: Paris, Church, Architecture and France. The actual number of tags
being recommended should, of course, depend on the relevancy of the tags, as we will see
in the example case of using the ’value of tags’.

Tag co-occurrence is the pillar that the tag recommendation approach is built upon, and as
a consequence, only works reliably when a large quantity of supporting data can be cap-
tured and accessed [6]. Fortunately, the amount of user-generated content that is created
by Flickr users, satisfies this demand and provides the collective knowledge base that is
needed to make tag recommendation systems work in practice. There exists various meth-
ods to calculate co-occurrence coefficients between two tags. The co-occurrence between
two tags is defined as the number of photos, in our collection, where both tags are used in
the same annotation.
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Fig. 3: General Approach

Using the raw tag co-occurrence for computing the quality of the relationship between two
tags is not very meaningful, as these values do not take the frequency of the individual
tags into account. Therefore it is common to normalise the co-occurrence count with the
overall frequency of the tags. There are essentially two different normalisation methods:
symmetric and asymmetric.
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Fig. 4: The tag recommendation process

Symmetric measures:. We use the Jaccard coefficient, introduced in chapter 2, to nor-
malise the co-occurrence of two tags ti and t j by calculating:

J(ti, t j) :=
ti
⋂

t j
ti
⋃

t j

The coefficient takes the number of intersections between the two tags, divided by the
union of the two tags. The Jaccard coefficient is known to be useful to measure the similar-
ity between two objects or sets. In general, we can use symmetric measures, like Jaccard,
to deduce whether two tags have a similar meaning.

Alternatively, tag co-occurrence can be normalised using the frequency of one of the tags.
We can use the equation:

The equation captures how often the tag tt co-occurs with tag t j normalised by the total
frequency of tag ti. This can be interpreted as the probability of a photo being annotated
with tag t j given that it was annotated with tag ti. Many other variations of asymmetric
co-occurrence measure have been proposed in the literature before to build tag (or term)
hierarchies.

To illustrate the difference between symmetric and asymmetric co-occurrence measures
consider the tag Eiffel Tower. For the symmetric measure we find that the most co-
occurring tags are (in order): Tour Eiffel, Eiffel, Seine, La Tour Eiffel and Paris. When
using the asymmetric measure the most co-occurring tags are (in order): Paris, France,
Tour Eiffel, Eiffel and Europe.
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It shows that the Jaccard symmetric coefficient is good at identifying equivalent tags, like
Tour Eiffel, Eiffel, and La Tour Eiffel, or picking up a close by landmark such as the Seine.
Based on this observation, it is more likely that asymmetric tag co-occurrence will provide
a more suitable diversity of candidate tags than its symmetric opponent.

The next step in the process of tag aggregation is to merge the known lists of candidate tags
for each of the user-defined tags, into a single ranking. There are two aggregation methods,
based on voting (a strategy that computes a score for each candidate tag) and summing (a
strategy that takes the union of all candidate tag lists) [6] that can be used along with a
re-ranking procedure (where tags are arranged in their order of high relatedness [3]) that
promotes candidate tags containing certain properties and significance values.

To achieve this, we use three different types of tags:

—User-defined tags U refer to the set of tags that the user assigned to a photo.
—Candidate tags Cu is the ranked list with the top most co-occurring tags, for a user-

defined tag uεU . We denote C to refer to the union of all candidate tags for each user-
defined tag uεU .

—Recommended tags R is the ranked list of the most relevant tags produced by the tag
recommendation system.

For a given set of candidate tags (C) a tag aggregation step is needed to produce the final
list of recommended tags (R), whenever there is more than one user-defined tag. In this
section, we define two aggregation strategies. One strategy is based on voting (a strategy
that computes a score for each candidate tag), and does not take the co-occurrence values
of the candidate tags into account, while the summing strategy (which takes the union of
all candidate tag lists) [6] uses the co-occurrence values to produce the final ranking. In
both cases, we apply the strategy to the top co-occurring (or highly related) tags in the list.

Another method of increasing the accuracy of image tags is to expand the three fields used
to four fields (or parameters), namely ’primary object’, ’secondary object’, ’action’ and
’primary colour’. However, in this case, each potential tag information received will first
be assessed for its value. This is also referred to as Value of Information or Value of tags.

As an example of the implementation of the 4 fields method, consider the search for a photo
of a red sky at a lake. In normal circumstances, such a search may return the non-relevant
image Figure(5), which shows a lake with red flowers but without the red sky at dusk.

However, our enhanced method of tagging would allow users to enter extra object names
to further identify the tag. In this case, the primary object would be ’lake’, the secondary
object would be ’sky’, the action would be ’dusk’, or more precisely, ’sunset’, and finally
the colour would be ’red’.
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Fig. 5: Lake with red flowers

Fig. 6: Lake with red sky at dusk

In this method, before the WordNet database is queried to check if the specified words
stored in the tags and returned by the search do exist, each tag returned is ’valued’ against
a set of pre-defined criteria. Examples of this criteria are:

—Popularity: What is the size of the tag on the Flickr tag cloud, i.e. how many times has
the tag been voted for?
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—Topicality: Is the tag suitable for the search topic? As an example, consider a search

for an image of the city of London. The returned tags may represent London City or
the novelist Jack London. In this case, the results are compared to the categories on
WordNet, where London city belongs to ’noun.location’. This category is ranked higher
(as it has more tags per photo) than the London Novelist category ’noun.person’

—Uniqueness: Is the tag of the photo unique and unambiguous? For example, a photo of
a ’car’ which is also tagged ’car’ is unique and can only refer to a car, irrespective of its
type.

—Redundancy: Are there too many irrelevant and redundant tags? For example, a search
for a photo of a cat that returns ’cat’, ’feline’, ’tabby’, ’fluff’, ’jinx’ (for a photo of a
black cat) and ’cuddles’ is, obviously, plagued by too many redundant tags, when ’cat’
or ’feline’ would suffice.

—Simplicity: How simple is a photo tag? For example, a photo of a Teapot that is tagged
’Teapot for brewing Darjeeling tea’ may be too complex for search engines, as well
as tag rankings algorithms (and the word Darjeeling may also be classified as spam).
Ideally, the photo should be tagged as, simply, ’Teapot’.

—Spelling: Misspelled tags should, obviously, be excluded from the list of returned tags.
—Recency: For this assessment, tags are ranked by age, such that an image that has several

possible tags, which were created over a long period of time, would rank the most recent
tags higher than the oldest ones.

The returned list of tags is deemed to be much more accurate in terms of the search query,
and this can be used to more accurately return the image in Figure(6), which represents
exactly the criteria being searched for i.e. a lake with a red sky.

There are many other tag criteria that can be used to assess returned tag values. However,
the criteria of topicality and relevance is of more importance as it answers the question
"What are users tagging?" This criteria is mapped to WordNet categories, which are used
to bind tags to the category with the highest ranking. Figure 7 shows the distribution of
Flickr tags over the most common WordNet categories, which can be used to assess and
classify tags. When focussing on the set of classified tags, we find that locations are tagged
most frequent (28%); followed by artefacts or objects (16%), people or groups (13%),
actions or events (9%), and, finally, time (7%).

From this information, we can conclude that users do not only tag the visual contents of
the photo, but to a large extent provide a broader context in which the photo was taken,
such as, location, time, and actions.

Another criteria that would be used to rank photo tags, is the classification of tags as defined
in Table I, which looks at classes of photos with one tag, photos with 2-3 tags, 4-6 tags,
and more than 6 tags, respectively. The table can be used to compare voting strategies
(i.e. photos with a high number of user tags) against summation strategies (photos with
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Fig. 7: Flickr’s tags Most frequent WordNet categories

aggregated tags). Experiments have shown that the increases in the accuracy of tag ranking
is proportional to the number of a photo’s user-defined tags [4]. This indicated that only 13
% of all tagged photos have a higher degree of accuracy as they contain more than six tags.
The high number of tags will serve as an input into the Jaccard measure of co-occurrence,
as we will discuss in the Example section.

Tags per Photo Photo%
Class I 1 31 %
Class II 2 - 3 33 %
Class III 4 - 6 23 %
Class IV > 6 13 %

Table I: Definition of photo-tag classes and the percentage of photos in each class

Finally, below we will introduce an example that details how to increase the accuracy of
tagging by employing n-dimension of resources, i.e. as many of the above methods as
possible.

4.0.0.7 Summary.. Our research work revolves around the improvements of image tag-
ging, and for this reason, we have opted to combine many of the methods discussed in the
previous sections. Users will be able to enter tags based on two searchable objects, as well
as the photos action and background. This will significantly enhance the value added to
the photo tags.
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Once the user defined tags are saved with the photos, the returned list of tags, from a search
query, will be enhanced by comparing it against a set pre-defined values (or criteria). Such
an action would serve to filter out many irrelevant results. The returned list would be fur-
ther enhanced by promoting the tags via the use of tag classes that utilise voting strategies.

The final filtered list of tags would then be used as recommended tags for users to choose
from, as this would reduce the introduction of irrelevant tags that can be entered due to
misspellings, inaccurate descriptions and attempted spamming. Users would then select
one or more tags from this pre-defined list, without the ability to enter free text.

Once we get a large number of photos that have been tagged by a promoted and recom-
mended set of tags, the set of results returned by a search query would be highly accurate.
This would allow us to accurately compare similarity measures between photos using the
Jaccard coefficient.

5. EXAMPLE

The example we will use is a photo of Big Ben’s tower. Initially, we allow users to enter
their tags into the four fields described in the previous sections; namely primary object,
secondary object, action and colour. However, before the tags can be added, we use the
Jaccard method to calculate co-occurrence coefficients. Both normalisation methods; sym-
metric and asymmetric will be used for the calculations.

For the primary object, we use the symmetric measure to find the most co-occurring tags
which returns (in order): Big Ben, Big Ben Tower, Westminster, Thames, London and Eng-
land. These recommendations will be offered to the users to populate the primary object
field. Next, we use the asymmetric measure to calculate the most co-occurring tags for the
secondary object which returns (in order): London, England, Clock, Tower, Westminster,
Architecture and Europe. It is more likely that asymmetric tag co-occurrence will provide a
more suitable diversity of candidate tags than its symmetric opponent. Therefore, it is more
useful for returning the secondary object’s recommended list. Similarly, the co-occurring
tags for action would return: Travel, Tour, Visit and Book. Finally, the colours returned are:
Blue, Black and White.

In Figure 8, the list of tags produced by the symmetric and asymmetric measures for
each of the four fields are further aggregated to produce the final list of recommended tags.
We use two aggregation strategies. One strategy is based on voting, and does not take
the co-occurrence values of the candidate tags into account, while the summing strategy
uses the co-occurrence values to produce the final ranking. In both cases, we applied the
strategy to the top co-occurring tags in the list.

The voting strategy computes a score for each candidate tag, where a vote for that can-
didate is cast. A list of recommended tags is obtained by sorting the candidate tags on the
number of votes. The summing strategy also takes the union of all candidate tag lists, and
sums over the co-occurrence values of the tags.

Figure 7 showed that users do not only tag the visual contents of the photo, but to a large
extent provide a broader context in which the photo was taken, such as, location, time, and
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Fig. 8: Big Ben’s Tag Recommendation

actions. The tags being recommended, by our above strategy, and accepted by our users
can now be analysed based on vote aggregation (summing) and promotion (voting). At
first, we can see that the largest (most frequent) category in the Figure is ’Unclassified’ at
48%.

WordNet Acceptance ratio %
Unclassified 39 %

Location 71 %
Artifact or Object 61 %
Person or Group 33 %
Action or Event 51 %

Time 46 %
Other 53 %

Table II: Acceptance ratio of tags of different WordNet categories
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However, when voting is taken into account, where users select one or more of the tags

recommended by our strategies, we can deduce that there exists a gap between user-defined
and accepted tags for those tags which can not be classified using WordNet.

Table II shows the acceptance ratio for different WordNet categories. In the Table we can
see that locations, artifacts, and objects have a relatively high acceptance ratio. However,
people, groups and unclassified tags (tags that do not appear in WordNet) have relatively
low acceptance ratio. We conclude that our system is particularly good at recommending
additional location, artifact, and object tags.
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In this paper is presented the common architecture of Digital Library in Virtual Education Space and its support-
ing operatives. Also here is shown an example for electronic testing of students by using the digital library for
question generation.
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1. INTRODUCTION

The Distributed eLearning Centre (DeLC) implemented in the Faculty of Mathematics and
Informatics aims at providing context-aware delivery of electronic education services and
teaching content, personalized and customized for each individual user [1,2]. DeLC is a
reference architecture, supporting a reactive, proactive and personalized access to educa-
tion services and electronic content. The DeLC architecture is modeled as a network which
consists of separate nodes, called eLearning Nodes. Nodes model real units (laboratories,
departments, faculties, colleges and universities), which offer a complete or partial educa-
tional cycle. Each eLearning Node is an autonomous host of a set of electronic services.
The configuration of the network edges is such as to enable the access, incorporation,
use and integration of electronic services located on the different eLearning Nodes. The
eLearning Nodes can be isolated or integrated in more complex virtual structures, called
clusters. Remote eService activation and integration is possible only within a cluster. In
the network model we can easily create new clusters, reorganize or remove existing clus-
ters (the reorganization is done on a virtual level, it does not affect the real organization).
Wired and wireless access to the eLearning services and teaching content has been im-
plemented in DeLC. The current DeLC infrastructure consists of two separate education
clusters [3]. The first one, known as MyDeLC, delivers educational services and teaching
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content through an educational portal. The second one provides mobile access to services
and content over an extended local network called InfoStations. DeLC has been used in the
real educational process in the faculty during the last three years. Considering the trends
of progressive transformation of Internet into Internet of Things and the emergence of Se-
mantic Web [5, 6] we started developing Virtual Education Space (VES) as an evolution of
the DeLC project. VES is an intelligent, context-aware, scenario-oriented and controlled
infrastructure maintained by various assistants which are implemented as intelligent agents
[7]. Three types of assistants are supported in the space [8]. The personal assistants have
to perform two main functions providing the needed "entry points" of the space. First, they
operate as an interface between their owners and the space and if necessary, carry out activ-
ities related to personalization and adaptation. Secondly, they interact with other assistants
in the space in order to start and control the execution of the generated plans. In certain
cases they operate as an intermediary for the activation of scenarios or services. The per-
sonal assistants will usually be deployed over the users’ mobile devices. The specialized
assistants are usually located on the server nodes of the VES, known as operatives. They
support the execution of the plans generated by the personal assistants; therefore they im-
plement suitable interfaces to the available electronic services and data repositories. Oper-
atives serve two subspaces, known as DiLibs-Subspace and Admin-Subspace respectively.
Guards are special assistants which are responsible for the safety and efficient execution of
the plans in the space. These are usually intelligent devices that react to various physical
quantities in the environment, e.g. smoke, temperature, humidity. The guards act as an
interface between the physical and the virtual world in the space. From a functional point
of view the space (VES) consists of two parts - DiLib-Subspace and Admin-Subspace. In
this paper is presented the common architecture of DiLib-Subspace and its supporting op-
eratives. Also here is shown an example for electronic testing of students by using of the
digital library for question generation.

2. DIGITAL LIBRARY OVERVIEW

The e-resources are the main source for an e-learning educational system. Because of this
it is very important to organize them in an appropriate structure - to make them easily
accessible for the participants in the educational process. According to the structure of the
Virtual Education Space [8], we propose the architecture of the digital library as shown in
Fig. 1. The digital libraries in VES consist of repositories that contain different types of e-
resources - ontologies, Sharable Content Objects (SCO elements), e-packages in SCORM
2004 [9], data bases with test questions, and statistics for the students. These e-resources
are accessible for the following library operatives:

—Questioner Operatives - they work and access ontology repository. They use ontology
to create and assess tests automatically (these operatives will be discussed below);

—Content Operative - works with repositories of SCO elements and ontologies. It cre-
ates a structure of the e-learning content, as it uses concreate ontologies and concrete
requirements defined by the teacher. After that it looks for appropriate SCO elements in
the repository;

—SCO Operative - works with repository of SCO elements and searches SCO elements in
a specific topic. This service will help the teachers to create lectures from SCO elements;

—SCORM e-Package Operative - works with e-packages in SCORM 2004 repository and
searches for e-packages created in specific topics;
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—Test Operative - works with a test questions databases repository. Its task is to create

exam tests in concrete discipline with specific pattern or difficulty;
—Statistic Operative - works with Statistic databases repository. This operative accesses

all statistic databases in the repository and can add, edit and search different information.
This information can be delivered to different participants in the educational process -
other operatives in the digital library, teachers or students.

Fig. 1: DiLib Architecture

The management of the digital library in VES is the responsibility of an operative,
known as digLibAssistant, which establishes the connection between personal assistants
of students and teachers and the operatives that work in the digital library. The proposed
digital library has a three-level architecture (Fig. 1):

—Repositories with different types of e-resources;
—Operatives that serve the digital library, as they work with a concrete type of e-resources

and for certain purposes, can communicate with each other;
—The high level of the digital library architecture is the management - digLibAssistant

- intelligent assistant, which communicates with the environment in VES and accepts
requests to the digital library. After that the digLibAsistant distributes requests to the
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appropriate operatives in the digital library. They fulfil the requests and return a response
back to the client. The additional responsibility of the digLibAssistent is to generate
operatives with concrete functionality in case there is are no such ones or they are busy.
The operatives in the library that don’t have tasks in a defined time destroy themselves.
In this way, the digital library will have just as many operatives as needed.

Below will be discussed the functionality and implementation of Questioner Operatives,
consisting of two operatives that generate and assess tests by using this ontology. 3 Ques-
tioner Operatives

The Questioner Operatives’ main goal is to support e-testing in the software engineering
education by using ontologies. The proposed test environment can work with different
ontologies in different areas, but our prototype works with UML ontology. The purpose
of the test environment is to provide a way for students to check their knowledge in UML.
Also it can be used by teachers during exams. The main function of the environment is to
create tests about UML from the UML ontology, present them to students in an appropriate
way and check the answers given by the users. The test contains a number of questions,
which are designed to be a short answer questions. All of the questions in one test are
different. The functionality of the test environment is shown step by step in Fig. 2 using an
activity diagram. When the work of the environment starts, a test begins. The first question
is generated and displayed for the user. For every question the user has a defined time for
answering. The user should write his/her answer before the time is up. The checking is
accomplished when he/she switches to the next question or when the time is up.

Fig. 2: Activity Diagram of test environment functionality
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When answering a question is finished, the system checks if that was the last question. If
it’s not, a new question starts and the whole procedure is repeated. When the answer of
the last question is checked, the results are shown to the user. Then he/she can see how
many of his/her answers are correct and how many are the wrong ones. Also, it is displayed
which of the questions have incorrect answers so students can analyze their knowledge and
catch up on the information they have missed.

2.1 Architecture

The two operatives in the environment are named Questioner Operative (QO) and Assess-
ment Operative (AO) respectively. Each of them has its own specific tasks, but they have
similar architecture. Both have sensors and effectors. They are used by the operatives to
accomplish interaction with their environment. Via the sensors and effectors QO and AO
access the GUI, i.e. the operatives’ environment. The Questioner Operative deals with the
test in general. It generates random questions, which compose the UML test. Using its sen-
sors, the Questioner Operative determines when to start or end the UML test. The sensors
help the operative to decide whether to proceed with the next question. The effectors of
QO are responsible for the influence on the GUI caused by the actions of the operative. By
means of the effectors the operative provides the questions to the user interface and makes
it to display them. In this way QO changes the GUI by showing the results at the end of the
test. One of the most important behaviors of the QO is the Question Generator. Its func-
tion is to compose random questions about UML. To fulfill this, it uses the knowledge base
and in particular, the axioms which construct it. The Questioner Operative’s Local Control
manages all of the operative’s tasks and behaviours. The QO’s actions depend on sensors
and effectors, their collaboration and the information they gather. As a result, the Local
Control regulates all of these. Here it is decided what behaviour/effector to be executed
according to the information, taken by sensors or other behaviours in the operative. The
second operative in the environment is the Assessment Operative. Its role is to check the
users’ answers and to keep records of the results during the test. By the sensors, AO estab-
lishes when the answer is ready for checking, i.e. whether the user has written an answer.
The effectors here don’t do a lot of work, but their function is important for the behaviour
of the whole environment. The only action here is to raise a flag, which shows to the GUI
that the answer is checked. This operative has a behaviour called an Answer Processor. It
analyzes the answer and its task is to make it in a form, which is appropriate and easier to
check its truth later. The most significant task of the AO is reviewing the answer given by
the user to the question, which is asked by QO. This is achieved with the actions of the As-
sessment service, implemented in the Assessment Operative. The operative uses the UML
ontology, where the checking algorithm confirms or denies answers. The Assessment Op-
erative has its Local Control. It deals with coordinating the sensors and effectors of the
operative and its tasks in general. Each action in the operative is based on the information,
which is received from the sensors or extracted from the knowledge base. The knowledge
base, used by the two operatives, is an indispensable part of our intelligent environment.
Actually, this knowledge base is an ontology, which represents UML and the significant
rules, building the language. Classes show the elements in UML while properties present
the relations between the elements. Both the classes and the properties together construct
axioms, which are a kind of principles for the UML. On these principles, in axiom forms,
is based the UML test in the test environment. The ontology approach is chosen because
it’s a better way to present the information, so that it can be processed in a semantic means.
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2.2 Communication

Although the Questioner Operative and the Assessment Operative have their own specific
tasks, they need to communicate during the test to perform and coordinate their actions. In
this way they can each require some performance from the other one or send information.
This communication is implemented in accordance with the FIPA specifications, using
JADE. QO and AO send asynchronous messages to each other (Fig. 3). In this way they
accomplish the communication, when it is needed.

Fig. 3: Communication between QO and AO

When the Questioner Operative finishes the generation of the upcoming question, it
sends an inform message to the Assessment Operative. In this way AO receives informa-
tion about the question, which is necessary for checking the user’s answer. The content
of the message is the string of the axiom or the expression from which the question is
generated. At the end of the test, after all of the questions have been asked, QO sends
another message to AO because it needs information about the user’s answers. Its kind is a
"request-when" message. Through this the Questioner Operative requires from the Assess-
ment Operative to send it the results of the test when they are processed. After receiving
the aforementioned message and checking all of the user’s answers, AO reports the score
from the test to QO. This is achieved by sending an inform message, which contains infor-
mation about the count of the true responses and the wrong ones. Furthermore it notifies
which of the questions are answered incorrectly.
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2.3 Implementation

The development environment that was chosen for developing TE is Eclipse [10]. The
realized project is a simple Java desktop application. We used Java with Swing API for im-
plementing the GUI of the environment and the two operatives are realized with the JADE
framework [11]. It is powerful and convenient because it facilitates the implementation of
multi-agent systems through a middleware, which complies with the FIPA specifications.
The knowledge base is realized as ontology of UML. It is a good way to present the infor-
mation in the UML domain, so it can be easily processed by the operatives. Protégé-OWL
[12] is the used editor for creating our ontology. It is free and the OWL format, approved
by W3C, is appropriate for the purpose. Another advantage is OWL API - a Java library
for processing ontologies. The knowledge base is an ontology in the UML domain. Its aim
is to provide knowledge for the UML elements - which are they and what relations they
have between each other. This is done by creating classes for each UML element. Their
semantic meaning is shown by adding properties, which relate classes, and their constraints
to present the details of the elements. All of the classes in the ontology are organized in
a hierarchy. In this way the type of an element can easily be determined by finding the
element in the opposite position which is its superclass. There are five classes, which are
the main classes on the first level of the hierarchy (Fig. 4).

Fig. 4: Main Classes

All the other UML elements in the form of classes are subclasses of one of these. For
example, the class UseCaseDiagram is a subclass of Diagram, so it can be concluded that
the used case diagram is a kind of diagram. The created properties in the ontology and
the existential and universal constraints establish the relations between classes. Thus we
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can say how a UML element could be connected to another one or what its function is.
The classes, their hierarchy, properties and constraints form the axioms of the ontology.
These axioms are rules about UML domain. They are the key of semantic processing of
the knowledge by the operatives. Our ontology contains over 850 axioms, so that offers a
variety of questions that can be asked by TE. The most interesting and important behavior
of the QO operative is QuestionGenerationService. It implements the logic for composing
the questions, using the knowledge from our ontology. Also, this behavior approves for
displaying only questions that weren’t asked before. So every asked question is saved in
a list and new questions are generated until the current one is not in that list. Then the
question is visualized. The generation of a question is based on axioms in the knowledge
base. The first step of the algorithm (Fig.

Fig. 5: Question Generation Algorithm

Then axioms are selected with reference to this class, which present a subclass or an equiv-
alent class, and one of them is chosen, again randomly. The other types of axioms such
as disjoint classes are excluded because they are not suitable for our test and also it will
be more difficult to process them for the purpose. At this point the algorithm is divided
into two branches according to the axiom. There is a verification that establishes if it is
composed by expressions with properties. The result of this process determines which of
the two methods for generating a question will be used. The first approach is a generation
by only the name of the class. It is executed when the result of this analysis shows that the
axiom is not formed by properties. Because of this and because of the axiom’s type we can
conclude that it represents which super class it is or which is the equivalent class of the one
that was picked. So semantically this is the kind of the UML element, represented by its
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class. For this reason the string of the question is composed by the name of the class and
"is". For example, if the picked class is InteractionDiagram, the question will be "Interac-
tionDiagram is". The user has to finish the sentence with the correct UML element. In this
case that is a behavioral diagram because the interaction diagram is a kind of behavioral
diagram. If there are properties in the chosen axiom the question is formed differently.
The expressions in the axiom are extracted and one of them is picked. It must be of the
ObjectSomeValuesFrom or ObjectAllValuesFrom type or, in other words, it must contain
only existential or universal constraints. These are the most suitable types for generating
our questions. If the expression has other expressions in its structure, they can be only of
the ObjectUnionOf type. Other types could be used too but it will complicate the process
too much and they are not included in the generation for the present. When an expression
is picked, the string of the question is formed by the name of the class and the property
from the expression. Thus the answer will be one or more UML elements, represented by
classes, which are related to the picked class by the property. For example, UseCase is
chosen to be the class and the picked expression says that it can be related by the prop-
erty hasRelationship with the classes BidirectionalAssociation or Include or Extend. The
formed question will be UseCase hasRelationship and the user must finish the sentence. A
true answer will be at least one of the three UML elements, represented by the classes in
the expression. When generating such questions with more than one answer, the operative
gives a message to the user how to divide the different elements. This happens when the
question is composed by an expression, containing the ObjectUnionOf type in itself. After
every question string is defined, the used UML element - axiom or expression from axiom,
is saved in the object, which holds the content of the message for AO. An example for a
question generation from the concrete axiom in the ontology is given in Fig. ref(6).

Fig. 6: Example for Question Generation Algorithm
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QO chooses randomly a class from the ontology. It refers to the concept that will be
questioned. From the axioms of this class the operative picks one that will be used for the
generation of the question. For example, the chosen class is ComponentDiagram and its ax-
iom is "SubClassOf <#ComponentDiagram> ObjectAllValuesFrom(<#hasConstruct> Ob-
jectUnionOf(<#Artifact> <#Class> <#Component> <#Dependency> <#Interface> <#Re-
alization> <#Usage>)))". It shows the UML constructs, which could be added in the com-
ponent diagram. The question in this case will be formed by taking the name of the class
and the name of the object property, which is contained in the axiom. So we will have
"ComponentDiagram hasConstruct" and the user is expected to complete the sentence with
the correct constructs. Since the ComponentDiagram class is connected with an object
union of classes, the constructs, which are represented by them, are the correct ones. So
the answer in this case can contain multiple constructs. It should consist of one or more of
the elements from the object union expression to be assigned as a correct answer. If there
is a construct, which doesn’t belong to this set, the answer is wrong. It is important that the
user separates every single construct by a comma. This symbol is used by AO to "under-
stand" where the end of the current element is and where is the start of the new one. The
most important behavior for AO is CheckService. It is activated when the question and the
answer are received. The algorithm for checking (Fig. 7) is based on the knowledge base
and it has several branches for establishing the truth of the answer. When the operative is
ready with the conclusion for the answer, a new string (true or false) is put in the vector,
holding the results and checking the ends.

Fig. 7: The algorithm for making a conclusion for the truth of the answer
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In the beginning only the first element is taken from the vector, which keeps the answer
because the first case will depend on it. If it is an empty string or a relevant class is not
found in the ontology, the answer is wrong and the checking is over. For the last condition
an object of the OWLDataFactory type is used to create an OWLClass object by the string
of the answer. After that a few preparatory steps are made. The string of the question is
obtained from the GUI. As we know, the first word in it is the name of the class, from which
the question is generated. Hence, it is extracted in the OWLClass object. To check the
answer, the type of the question has to be defined. If its last three symbols are "is", it asks
about the UML element. Consequently, the answer should match with one of the super or
equivalent classes of the class from the question. If this happens the answer is true. If there
is not a match, it is considered to be false. In both cases the checking ends. For the above
situation, only the class is used, from which the question is generated. But if this is not the
case, we will use the axiom that was sent by QO. There is are three options available. The
first option is to construct an axiom using the string of the question from the GUI and the
string of the user’s answer. It will be compared to the real axiom and according to this the
operative will make a conclusion about the answer. In order to fulfil this, we have to divide
this case to several subcases, because of the different types of axioms. Subsequently, an
axiom is created, which is of the EquivelentClasses or SubClassOf type. This axiom has an
expression in itself, which is ObjectAllValuesFrom or ObjectSomeValuesFrom. The types
depend on the information, which was sent by QO. Therefore, if this axiom is equal or is
part of the string, taken by QO, the answer is true. If this condition is not satisfied, but the
constructed axiom is contained by the ontology, the answer is also considered to be true. If
a match is not found again, the operative passes to the next case, where the received axiom
contains an ObjectUnionOf expression. We assume that the user is has written more than
one UML element in the answer. So here is the place where are used all of the elements of
the vector, holding the answers. In the implemented logic it is enough if all of the elements
from the answer are true. It’s not mandatory for all elements from the axiom to be written
by the user. Consequently, the operative just checks if every answer element is part of the
ObjectUnionOf expression. If they are, the answer is true, if they aren’t, then it’s false.
The last case shows implementing the logic, when none of the upper cases was executed.
It extracts an OWLClassExpression object from the answer axiom and compares it with the
sent expression. The result of this checking is the conclusion for the truth of the answer.

3. CONCLUSION

The two operatives described in this paper - Questioner and Assessment, work together to
create and assess tests automatically by using a specialized ontology. For example, we test
our Test Environment to work with two ontologies - the UML ontology and the Software
Engineering ontology. Currently the rest of the operatives, shown in Fig. 1 (Content, Test,
etc), are in process of development in order to build a fully functional digital library. Such
digital libraries in VES will allow the usage of more flexible and personalized learning
scenarios.
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1 Introduction
What we become as individuals, companies, and nations depends primarily on our ideas
and our ability to realise them [1]. The basis of all innovation is a creative idea. Thus,
it is obviously to see new ideas are very important in various fields. Can a machine ever
create new ideas? Does machines creativity is fake and predictable? Based on these
questions, this paper discusses the process and possibility of domain-specific Idea-tion
on the perspectives of software engineering. Ideation, generally considered as human
idea generation, is the creative process of generating, developing and communicating
new ideas, where an idea is understood as a basic element of thought that can be ei-
ther visual, concrete or abstract [2]. It comprises all stages of a thought cycle, from
innovation, development, to actualisation [1]. Idea-tion is used in this paper, stands for
automatic machines idea generation. Thus, it is distinguished from ideation because
Idea-tion is more concentrating on creativity generated by machine while ideation is
mainly happened on human mind. Since the beginnings of computer technology, re-
searchers have speculated about the possibility of building smart machines that could
compete with human intelligence. Hence, during the past 70+ years, there are many
researches and developments in the domain of Artificial Intelligence (AI) to simulate
human behaviour [3, 4]. However, until now, it does not exist a computer exhibit full
AI, that is to simulate a central property of human – intelligence, because we do not
fully understand human beings [4]. From this perspective, some [5, 6] argue that au-
tonomous idea generation is a utopia because human mind is unable to be replicated
based on its un-predictable feature. Indeed, people [79] are still working hard to figure
out how human mind works including how new ideas are generated from mind.
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Such as many neuroscientists are devoted to unveil the specific neural processes leading 

to creative thought. However, human replica is only one road to ‘idea-tion’. Is there no 

other road to reach it? Besides, the discussion of ‘idea-tion’ gives rise to several 

philosophical issues: 

 Can computer think or do they just calculate? 

 Is creativity a human prerogative? 

 Does creativity depend on the material that comprises the human brain, or can 

computer hardware replicate creativity? 

To answer above questions, following contents of this section review related works that 

are contributing on ideation and computer assistant systems. Based on the state-of-art, it 

discusses challenging issues on the realisation of ‘idea-tion’. Later in this paper, it explores 

possible method and approach with Creative Computing to prove that there should be 

ways to lead ‘idea-tion’ from utopia to reality. 

1.1 Ideation State-of-Art 

Most ideation research either implicitly or explicitly assumes Osborn’s conjecture that if 

people generate more ideas, then they will produce more good ideas [10]. There are many 

idea generation methods proposed by Osborn including the well-known brainstorming. 

These methods have been applied in many works. Osborn [10, 11] reported evidence that 

people generate more good ideas in the second half of a brainstorming session than 

during the first half. Some studies have also reported that certain ideation protocols can 

elevate both idea quantity and idea quality [12]. However, another work reported no 

relationships between idea quality and idea quantity [13]. That is, previous ideation 

literatures were focusing on how to generate ideas [10, 11] and idea quantity and quality 

[12–15]from different point of view. 

There are also earlier research addressed facets if this question, from an organisational 

[16] or creativity perspective [17], focusing on the dialectical process of knowledge 

creation [18] or individual attributes [17, 19]. These studies suggest the process of 

ideation is a practice of researching consensus [20, 21]. 

In the last two decades, there are many researches concentrate on system assisted team 

ideation using brainstorming and related techniques. For instance, Yuan and Chen [10] 

proposed an E-brainstorming to utilise electronic communication to replace verbal 

communications and thus eliminates problems such as production blocking in companies 

or organisations.  

Most researches are considering good idea as one that is feasible to implement, that would 

attain a goal, and that would not create new unacceptable conditions [16]. Hence, they 

neglected creativity’s importance to form a novel idea. 

Talking about creativity, there are few works tried to apply creativity techniques to a 

variety of approaches for supporting a group ideation process such as [22]. These 
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techniques can be executed using a Group Support System (GSS), thus allowing the 

ideation process to be distributed across geographical distances [22].  

So far, the closest to this research is from Jogalekar and Mangla [23]. It supported the fact 

that machine can generate ideas, however, it considers creativity is not a necessity in the 

process [23]. In contrast, our work considers creativity as a core feature in ‘idea-tion’. 

1.2 Challenging Issue 

Based on above review, there is lack of thinking of idea’s creativity on existing idea 

generation researches. Especially, there does not exist a work focusing on designing or 

developing a method, framework or approach for machine automatic idea generation to 

provide creative ideas. 

To address above issue, this paper proposes a Creative Computing method with designed 

approach for domain-specific ‘idea-tion’. As explained in the very beginning, ‘idea-tion’ is 

more rely on creativity to generate new ideas. Therefore, it requires a new computing 

approach that is different from traditional system, to provide creativity fundamentally 

and then to accommodate ‘idea-tion’ process. 

The rest of this research starts at review human ideation and simulate it to machine’s 

automatic ideation, refers to section 2. On the basis of automatic ideation process, section 

3 discusses how computing needs to be changed for ‘idea-tion’, proposes a domain-

specific ‘idea-tion’ method, represents designed approach with relevant techniques and 

shows designed inference rules to support creativity. A real project named Courses 

Recommendation System is shown as use case in the next section to implement proposed 

method, techniques and rules. In the end, there is a section to conclude works, 

contributions and meanings of this paper. On one hand, this paper proves that domain-

specific ‘idea-tion’ is not a utopia but a real possibility. On the other hand, it implies that 

it is possible to realise computer’s ‘Idea-tion’.  

2. HUMAN IDEATION AND MACHINE ‘IDEA-TION’ 

Ideation is usually considered as the starting point of innovation [24], i.e. new products 

development [25] and innovation generation [26]. Creative ideation means having ideas 

while new ideas arise during cognitive tasks [27]. Cognitive tasks involve either 

convergent or divergent thinking. Performance of a convergent thinking task requires a 

single correct answer while these results are measured by speed and accuracy. Divergent 

thinking tasks, in which one quests for many possible answers to open-ended questions, 

are designed to investigate novel ideas.  

2.1 Human Ideation Processes 

An ideation session is a period of time wherein a person or a fixed set of people work 

together to generate ideas in an attempt to attain a goal [14]. An idea is defined as an 

ASJ, Vol. 1(1), 2016 Jing and Yang (Domain-Specific..)
70



 

 

actionable object-verb phrase that is presented as a potential solution to the task at hand 

[14]. A general human ideation process can be overviewed as following figure. 

 
Figure 1. Human Ideation Process Overview 

The whole process contains five phases: setting initial goals, selecting a goal, generating 

ideas, selecting ides and ideas implementing. It starts with putting various needs together 

as initial goals. Then a specific goal should be selected as the ideation’s target. To achieve 

the selected goal, various ideas need to be generated and selected in the next two phases. 

In the end, selected ideas will be implemented to verify the selected goal can be achieved 

successfully. It is obviously to see that the kernel parts are the third and fourth phases, 

generating and selecting ideas, which are also our research scopes in this paper. 

Jogalekar and Mangla’s research [23] formulated the way, how the mind generates ideas 

as following bullet points. They also organised the working of mind in a diagram as figure 

2. 

 Mind accepts the information into patterns. 

 It is a self-organising and self-maximising system. 

 Culture helps in establishing Ideas. Culture is a set of routines followed, since 

generation. 

 Education provides with tools to communicate these ideas and habit of learning and 

collecting facts and information, which is self-sorting to generate new ideas or 

anchor older ones. 
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Figure 2. Working of Mind Proposed by Jogalekar and Mangla [23] 

Surroundings feed in to the Mind function; they feed the elemental inputs to the brain, 

which it interprets as patterns of logical setups or random features. Then it operates on 

the patterns, which undergo the recognition phase where there are two possibilities as 

follows [23]: 

 To react to the patterns; this can vary on a wider scale of probabilities of the 

decision making to reaction to be taken towards the pattern. 

 Establish the patterns with use. 

These patterns are then more firmly established and stored with the code form. The codes 

are virtual markers, which help in calling up the file or pointing to the data of pattern a 

more correct word to us here, which is to be read and referred to on need of thought 

process initiation. 

Besides, some researches are working on applying brainstorming into engineering design 

creativity and ideation, such as Figure 3 from Goncher and his colleagues’ work[28]. 

Because this figure is easy to understand, detailed explanations are omitted . 
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Figure 3. The Engineering Design Process and Corresponding Artifacts [28] 

According to above information, in order to represent clearly, we summarised human 

idea generation process as figure 4 with explanations followed.  

 
Figure 4. Human Idea Generation Process 

Basically, as above diagram shows, there are four main steps to generate ideas under 

general circumstances, 

Step 1: Gather various resources from personal knowledge and public information. 

Results of this step can be seen as a lot recourses clusters. 

Step 2: Based on gathered resources, human produce new ideas or locate existing ideas. 

All of them are considered as initial ideas. 

Step 3: In this step, initial ideas are reviewed according to goals and constraints. Useless 

and inappropriate ideas are removed; good ideas are remained as selected ideas. 

Step 4: It manages expressions of select ideas to get better representations. 
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From cognitive perspective, step1 to step 2 are divergent thinking. Then it is convergent 

thinking to reduce number of ideas in step 3. Finally, there is an evolution step to 

formalise final ideas’ expression. 

The summarised process represents a process of individual’s idea generation. For 

teamwork, it need to replica step 1 and 2 for each person to generate ideas from every 

member and merge everyone’s ideas to form a big set of initial ideas. Discussion should 

be involved in each step’s activities. 

2.2 Machine Ideation Process 

The human ideation is not only based on personal domain knowledge but also influenced 

by the effect factors including need, stress, urgency, expression, focus and clarity. 

Therefore, human ideation is not a stabilised process, which means it is unable to 

guaranty quality of generated ideas. For example, urgency usually equals limited time, 

which may lead to fewer ideas generated and no one is really suitable to achieve selected 

goal. Machine ‘idea-tion’ can avoid or reduce some of those unstable factors via 

computing’s specialties, i.e., vast knowledge database, fast computing speed, un-

emotional process, etc. 

  

       Figure 5. Structure of CAI System [29]           Figure 6. Solving Problem Supported by CAI [29] 

Presently, there are researches worked on designing computer systems to support idea 

generation. For example, Jianhui Zhang and his colleagues [29] proposed a computer-

aided innovation (CAI) system to assist new idea generation for product conceptual 

design, refers to Figure 5 and 6. However, this kind of works are more concentrating on 

solving problems than contributing on inspiring innovation through generated ideas. 
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According to last section’s review of human ideation, using existing relevant works as 

basis, human idea generation process is simulated to machine’s automatic ‘idea-tion’, 

which is represented as figure 7 with specified steps. 

 

Figure 7. Machine ‘Idea-tion’ Process 

Step 1: Data gathering and pre-processing. Determine the objective of task and select 

relevant data. And then text data is pre-processed and saved as relevant knowledge and 

information. 

Step 2: Computing to build ideas. Based on gathered and processed knowledge and 

information, system computes following designed algorithms and rules to generate initial 

ideas to realise convergent thinking. 

Step 3: Idea evolution. It is simulated step 3 and 4 of human idea generation process, 

which covers ideas reduction, selection and expression management. 

This machine ideation process is a simulation of summarised individual idea generation 

(Figure 4). In contrast to human ideation, in this process, creativity does not rely on 

human being but generated via system computing. Next section will propose a Creative 

Computing method with relevant techniques employed in its approach to explain why 

machine automatic ‘ideat-ion’ is possible to be realised. In addition, there is a set of rules 

designed to support inference engine, which is the kernel part of proposed approach. 

3. PROPOSED METHOD, TECHNIQUES AND RULES 

3.1 Creative Idea and Creativity 

Because creative ideas are different from those that normally arise, people often believe 

that such ideas require conditions dramatically different from the usual [30]. This view 

prompted the emergence of various idea-generating methods: brainstorming, synectics, 

lateral thinking, random simulation, and so on, all of which consist of withholding 

judgment and relying on analogies from other members in the group or on randomly 

selected analogies [29, 31]. This family of methods relies on the assumption that 

enhancing randomness, breaking rules and paradigms, and generating anarchy of thought 

can increase the idea’s creativity and enhance probability of creative idea emergence [30].  

Boden [32] says a creative idea is one which is novel, surprising, and valuable. Most 

important, creative ideas should be surprising because they go against out expectations 

[33]. According to Boden’s definition [32, 33], an idea can be called “new” from two 
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perspectives: the objective (H-creative) and the subjective (P-creative) view [31]. They 

derive from two kind of creativity: H-creativity (short for historical creativity) and P-

creativity (short for psychological creativity). H-creativity is fundamentally novel in 

respect to the whole of human history and P-creativity is the personal kind of creativity 

that is novel in respect to the individual mind [34, 35]. Hence, a H-creative idea must also 

be P-creativity. On the contrary, a P-creative idea may not be H-creativity, because, it only 

new to certain people but may be familiar with others. From the above discussion, the 

creative ideas expected from the proposed ‘idea-tion’ should belong to H-creativity. That 

is to say, the new ideas we concentrated on should be new to the world first. Obviously, 

H-creative ideas are very difficult to be generated by individual or a group, because it 

requires to be supported by extensive knowledge.  

Apart from H-creative ideas and P-creative ideas, there are other catalogues of creative 

ideas. For example, Graham and Bachmann [1] classified new ideas into three kinds of 

ideas: 

 Derivative ideas: a derivative idea involves taking something that already exits and 

changing it.  

 Symbiotic ideas: A symbiotic method of idea creation is when multiple ideas are 

combined, using different elements of each to make a whole. 

 Revolutionary ideas: a revolutionary idea breaks away from traditional thought and 

creates a brand new perspective. 

Because they all can be H-creativity, these three types of new ideas are employed in this 

research. According to this classification, algorithms can be used to express different 

kinds of new ideas formally. We assume there are three existing ideas for certain problem 

“I1”, “I2” and “I3”. Thus, above three kinds of ideas expressed as below formulas with 

examples, 

 Derivative ideas Ix’:  

Ix’=f(Ix) 

i.e., I1’= f(I1) 

 Symbiotic ideas Iz: 

Iz=f(Ix, Iy ) 

i.e., I4=f(I1, I2) 

 Revolutionary ideas Im: 

Im=ff(Ix) 

i.e., Ia=ff(I3) 

Creativity is considered the ultimate human activity, a highly complex process, difficult to 

formalise and to control [30]. Some researchers hold that the creative thinking process is 

qualitatively different from “ordinary” day-to-day thinking [30, 34, 36], and involves a 

leap that cannot be formulated, analysed, or reconstructed [30]. Others adopt a 

reductionist view that creative products are the outcome of ordinary thinking, only 

quantitatively different from everyday thinking [29, 32, 33, 35].  
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3.2 Creative Computing Method and Approach 

Considering above discussions on creative ideas and creativity, it requires a new 

computing method that is different from traditional system, to provide creativity 

fundamentally and then to accommodate ‘idea-tion’ process. Creative Computing is being 

discussed more widely in last few years, hoping to produce new, surprising and useful 

products [37]. It is mainly happening in software [38]. Creative Computing seeks to 

reconcile the objective precision of computer systems (mathesis) with the subjective 

ambiguity of human creativity (aethesis) [38]. One research objective in Creative 

Computing is to find the approach to get creativity and to realise it [37, 38]. Therefore, a 

Creative Computing method can be a way to realise ‘idea-tion’. 

In addition, according to Boden’s work [33], creativity can be divided into three types as 

following descriptions and each type is a creative technique. 

 Combinational creativity: it is to combine familiar ideas to make unfamiliar/new 

ideas. Typical combinational creativities includes bisociation, juxtapositioning of 

unrelated ideas, puns, conceptual blending, etc. [31]. Bisociation connects to 

incomparable contexts together; conceptual blending is to generate new ideas by 

integrating very different thoughts [37]. 

 Exploratory creativity: further research is conducted in one already existing 

conceptual space in order to find new route to reach a destination [37]. In another 

word, it is exploration of conceptual spaces to notice new things in old places [31]. 

 Transformative creativity: it means to create its own new exclusive conceptual space 

by transforming an existing conceptual space, so that the original problem can be 

transformed to new conceptual space and be solved there [37]. It makes new 

thoughts possible by transforming the conceptual space, by altering its own rules 

[31].  

Considering classification of new ideas and three types of creativity, it is obviously to see 

they are perfectly matched. Combination creativity leads to symbiotic ideas, exploratory 

creativity matches derivative ideas, and revolutionary ideas are transformative creativity.  

With these in mind, the required Creative Computing method should be a new computing 

approach that is different from traditional idea generation and problem solving system. 

It aims to build systems to combine entities, to transform one entity to another space and 

to explore entities in the solution space [37]. Hence, a new idea generation process can be 

drawn as Figure 8 as the proposed Creative Computing approach. The proposed method 

is called Creative Idea Generation in the following context. 
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Figure 8. Creative Idea Generation Process 

Combination, exploration and transformation are kernel activities of its computing step 

to generate initial ideas. Combination activity involves unfamiliar combinations of 

familiar knowledge and information. Exploration activity explores within an established 

conceptual space. This is more likely to arise from a thorough and persistent search of a 

well-understood space. Transformation activity deliberately transforms a conceptual 

space. It should involve the rejection of some of the constraints that define this space and 

some of the assumptions that define the problem itself. These three kinds of activities 

provide the basis of the techniques to compute resources and generate initial ideas. The 

results of one activity can be input of another activity to generate ideas through multi-

activities. However, it is not necessary to implement all three kinds of activities. The 

practical realities of their application must be worked out in different applications and 

circumstances, usually on a case-by-case basis. In section 3.3, a set of rules is designed to 

support the proposed approach. These inference rules are fundamental reasoning logics 

employed description logics and the three kind of creative activities (combination, 

exploration and transformation).  

3.3 Inference Rules 

All reasoners use algorithms for inferring implicitly stated knowledge and, based on these 

algorithms, they also support some basic reasoning tasks, e.g., determining if a given 

individual is an instance of a given concept. Systems usually support the following 

standard reasoning tasks: 

1) Sub-sumption Test: to determine whether one concept is more general than 

another. Sub-sumption tests are used to build and maintain a taxonomy of 

named concepts, called the concept hierarchy, and the process of building the 

concept hierarchy is called classification. 

2) Satisfiability Test: to determine whether the constraints implied by the 

knowledge base are such that a concept is contradictory and thus its extension 

is empty in every model of the knowledge base. 

3) Consistency Test: to determine whether a given knowledge base can have a 

model. 

4) Retrieval: to retrieve all instances of a given concept or all pairs of individuals 

related via a given role. 
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However, this research requires more creative and complex queries. For example, a query 

that asks for a new research idea based on input keyword/keywords. The required new 

ideas cannot simply be searched from existing knowledge due to its creativity 

requirements. Therefore, an inference engine is proposed to support ideas generation. 

Figure 9 represents where the inference engine fits in an “idea-tion” system. 

 

Figure 9. Inference System for “Idea-tion” 

1) Preliminaries 

This part defines the main DL and the reasoning problem considered in this research. The 

concept constructors it provides determine the expressivity of a particular DL. The 

informal naming convention for DLs describes the constructors that can be used: ℰ 

(existential restrictions), 𝒬  (qualified number restrictions), 𝒪  (nominal, objects), ℐ 

(inverse roles), ℋ (role hierarchies) and 𝒮 is the abbreviation for 𝒜ℒ𝒞 with transitive 

roles. 𝒜ℒ𝒞 is a basic DL uses the DL fundamental constructors (refers to Table 1). It is 

not enough to describe the knowledge base this research required. 

Therefore, it requires a specific DL in this research. 𝒮ℋℐ𝒬 is the DL we propose to use in 

this research. Its syntax and semantics are represented in Table 1 and Table 2. Former 

table contains constructors of basic DL ALC. Special constructors for 𝒮ℋℐ𝒬  are 

represented in later table that provides inverse roles and transitive roles.  

Table 1. Syntax and semantics of ALC 

Constructor Syntax Semantics 

Atomic Concept 𝒜 𝒜𝐼 

Atomic Relation ℛ ℛ𝐼 ⊆ ∆𝐼 × ∆𝐼 

Top ⊤ ∆𝐼 

Bottom ⊥ ∅ 
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Intersection 𝒞⨅𝒟 𝒞𝐼⋂𝒟𝐼 

Union 𝒞⨆𝒟 𝒞𝐼⋃𝒟𝐼 

Negation ¬𝒞 ∆𝐼 ∖ 𝒞𝐼 

Existential restriction ∃ℛ. 𝒞 {𝑥 ∈ ∆𝐼|∃𝓎: (𝓍, 𝓎) ∈ ℛ𝐼 ∧ 𝓎 ∈ 𝒞𝐼} 

Value restriction ∀ℛ. 𝒞 {𝑥 ∈ ∆𝐼|∀𝓎: (𝓍, 𝓎) ∈ ℛ𝐼 → 𝓎 ∈ 𝒞𝐼} 

Axiom 𝒞 ⊑ 𝒟 𝒞𝐼 ⊆ 𝒟𝐼 

  

According to the needs of domain-specific knowledge base, more constructors are 

required. Therefore, 𝒮ℋℐ𝒬 is the specific DL we choose which contains constructors in 

Table 2. 

Table 2. Specific constructors for 𝒮ℋℐ𝒬 

Constructor Syntax Semantics 

At-least restriction (≥ 𝓃ℛ. 𝒞) {𝑥 ∈ ∆𝐼|#{𝓎 ∈ ∆𝐼|(𝓍, 𝓎) ∈ ℛ𝐼 ∧ 𝓎 ∈ 𝒞𝐼} ≥ 𝓃} 

At-most restriction (≤ 𝓃ℛ. 𝒞) {𝑥 ∈ ∆𝐼|#{𝓎 ∈ ∆𝐼|(𝓍, 𝓎) ∈ ℛ𝐼 ∧ 𝓎 ∈ 𝒞𝐼} ≤ 𝓃} 

Inverse role ℛ− {(𝓍, 𝓎)|(𝓎, 𝓍) ∈ ℛ𝐼} 

Trans role ℛ+ ℛ𝐼 = (ℛ𝐼)+ 

  

In table 1 and table 2, 𝒞 and 𝒟 are concepts, and ℛ is a role name. Specifically, it 

expresses instances/individuals, concepts and roles/relations as following, 

 Set of individuals 𝑎, 𝑏, 𝑐 … 

 Set of atomic concepts (class names) 𝒞, 𝒟 … 

 Set of role names ℛ1, ℛ2, ℛ3, … , ℛ𝑛, … 

A TBox is a set of statements of the form 𝒞 ≡ 𝒟 or 𝒞 ⊑ 𝒟, where 𝒞 and 𝒟 are class 

expressions. It also contains ℛ (𝒞) or ℛ (𝒞, 𝒟). They are called general inclusion axioms. 

An ABox consists of statements of the form 𝒞 (𝑎)  or ℛ (𝑎, 𝑏) , where 𝒞  is a class 

expression, ℛis a role, and 𝑎, 𝑏 are individuals. 
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2) Exploratory Inference Rules 

Based on features of exploratory creativity, there is a set of rules defined to reason 

concepts and relations. The results are basis and kernel elements to form new ideas with 

other rules. The following rules assume inputs are concepts or instances existing in the 

knowledge base.  

𝑓𝑒(𝐶) = 𝐶 ⊔ 𝑅𝑖  ←  (∄𝑅𝑖. 𝐶) ∧ (∃𝑅𝑖. 𝐷) ∧ (𝐷 ∈ ¬𝐶) ∧ (𝐷 ⊈ 𝐶) ∧ (𝐷 ≠ ∅)    (1) 

𝑓𝑒(𝑎) = 𝐶 ⊔ 𝑅𝑖  ←  (𝑎 ∈ 𝐶) ∧ (∄𝑅𝑖. 𝐶) ∧ (∃𝑅𝑖. 𝐷) ∧ (𝐷 ∈ ¬𝐶) ∧ (𝐷 ⊈ 𝐶) ∧ (𝐷 ≠ ∅)  (2) 

𝑓𝑒(𝐶) = ∅ ←  (∄𝑅𝑖. 𝐶) ∧ (∄𝑅𝑖. 𝐷) ∧ (𝐷 ∈ ¬𝐶) ∧ (𝐷 ⊈ 𝐶) ∧ (𝐷 ≠ ∅)     (3) 

𝑓𝑒(𝑎) = ∅ ←  (𝑎 ∈ 𝐶) ∧ (∄𝑅𝑖. 𝐶) ∧ (∄𝑅𝑖. 𝐷) ∧ (𝐷 ∈ ¬𝐶) ∧ (𝐷 ⊈ 𝐶) ∧ (𝐷 ≠ ∅)   (4) 

Rule (1) says, for input C, if the following conditions are met, the inference result is the 

concept C with relation 𝑅𝑖.  

Conditions:  

i. For concept C, relation 𝑅𝑖 does not exist; 

ii. For concept D, relation 𝑅𝑖 exits; 

iii. Concept D is not null and is not equals concept C; and 

iv. Concept D is not sub-concept of C. 

Rule (2) says, for input 𝑎, if 𝑎 is an instance of concept C, the inference conditions and 

results are same as rule (1).  

Rule (3) says, for input C, if the conditions of rule (1) cannot meet, then it inference result 

is null.  

Rule (4) says, for input 𝑎, if 𝑎 is an instance of concept C, when the conditions of rule (2) 

cannot meet, then it inference result is null. 

Followings are exploratory inference rules for two and three inputs. These inputs can be 

concepts or mixture of instances and concepts. Rules of null results are omitted here. 

According to above rules, it is easy to understand the inference result is null if the 

corresponding rule’s conditions cannot meet. 

𝑓𝑒(𝐶, 𝐷) = 𝑓𝑒(𝑎, 𝐷) = 𝑓𝑒(𝑎, 𝑏) = 𝑓𝑒(𝐶) ⊔ 𝑓𝑒(𝐷) ⊔ 𝑅𝑖(𝐶, 𝐷) ←  (∃! 𝑅𝑖(𝐶, 𝐷)) ∧ (∃𝑅𝑖. ¬𝐶) ∨

(∃𝑅𝑖. ¬𝐷), 𝑤ℎ𝑖𝑙𝑒 𝑎 ∈ 𝐶 𝑎𝑛𝑑 𝑏 ∈ 𝐷                               (5) 
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Rule (5) means, for two valid inputs, if the following conditions are met, its reasoning 

result includes the concept C, D with relation 𝑅𝑖(𝐶, 𝐷).  

Conditions:  

i. For concept C and D, relation 𝑅𝑖 that is connecting concepts C and D does not exist; 

ii. Relation 𝑅𝑖 exists in a concept while this concept is not C or D; 

iii. If input contains one instance 𝑎, it is an instance of concept C; if inputs are two 

instances 𝑎 and 𝑏, 𝑎 is an instance of concept C, and 𝑏 is an instance of concept 

D.  

𝑓𝑒(𝐶, 𝐷, 𝐸) = 𝑓𝑒(𝑎, 𝐷, 𝐸) = 𝑓𝑒(𝑎, 𝑏, 𝐸) = 𝑓𝑒(𝑎, 𝑏, 𝑐) = 𝑓𝑒(𝐶, 𝐷) ⊔ 𝑓𝑒(𝐶, 𝐸) ⊔ 𝑓𝑒(𝐷, 𝐸) ←

(∃! 𝑅𝑖(𝐶, 𝐷)) ∧ (∃𝑅𝑖. ¬𝐶) ∨ (∃𝑅𝑖. ¬𝐷) ∧ (∃! 𝑅𝑖(𝐶, 𝐸)) ∧ (∃𝑅𝑖. ¬𝐶) ∨ (∃𝑅𝑖. ¬𝐸) ∧

(∃! 𝑅𝑖(𝐷, 𝐸)) ∧ (∃𝑅𝑖. ¬𝐷) ∨ (∃𝑅𝑖. ¬𝐸), 𝑤ℎ𝑖𝑙𝑒 𝑎 ∈ 𝐶, 𝑏 ∈ 𝐷 𝑎𝑛𝑑 𝑐 ∈ 𝐸     (6) 

Rule (6) represents, for three valid inputs, if the following conditions are met, its 

reasoning result is the combination of exploratory inference results of every two concepts.  

Conditions:  

i. If input contains one instance 𝑎, it is an instance of concept C; if inputs are two 

instances 𝑎 and 𝑏, 𝑎 is an instance of concept C, and 𝑏 is an instance of concept 

D; if inputs are three instances 𝑎, 𝑏 and 𝑐, 𝑎 is an instance of concept C, 𝑏 is an 

instance of concept D, and 𝑐 is an instance of concept E. 

ii. Rule (5) can be applied to concept C and D; 

iii. Rule (5) can be applied to concept C and E; and 

iv. Rule (5) can be applied to concept D and E. 

Over all, rules (1) to (6) are designed based on exploratory creativity to assist reasoning 

in the proposed approach. 

3) Transformative Inference Rules 

Based on features of transformative creativity, there is a set of rules defined to reason 

concepts. The results are basis and kernel elements to form new ideas with other rules. 

The following rules assume inputs are concepts or instances existing in the knowledge 

base.  

𝑓𝑡(𝐶) = 𝑓𝑡(𝑎) = 𝐷 ←  (𝐷 ∈ ¬𝐶) ∧ (𝐷 ⊈ 𝐶) ∧ (𝐷 ≠ ∅), 𝑤ℎ𝑖𝑙𝑒 𝑎 ∈ 𝐶     (7) 

Rule (7) represents, for an input concept C or instance 𝑎, if the following conditions are 

met, its reasoning result is another concept D.  

Conditions:  

i. Input D is not C; 

ii. D is not a sub-concept of C; 

iii. D is not a empty concept; and 
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iv. If input is an instance, 𝑎 ∈ 𝐶. 

𝑓𝑡(𝐶, 𝐷) = 𝑓𝑡(𝑎, 𝐷) = 𝑓𝑡(𝑎, 𝑏) = 𝑓𝑡(𝐶) ⊔ 𝑓𝑡(𝐷) ←   𝑓𝑡(𝐷) ≠ 𝑓𝑡(𝐶), 𝑤ℎ𝑖𝑙𝑒 𝑎 ∈ 𝐶 𝑎𝑛𝑑 𝑏 ∈ 𝐷 

                   (8) 

Rule (8) represents, for two inputs, if the following conditions are met, its reasoning result 

is a union of 𝑓𝑡(𝐶) and 𝑓𝑡(𝐷). 𝑓𝑡(𝐶) and 𝑓𝑡(𝐷) refer to rule (7).  

Conditions:  

i. If input contains one instance 𝑎, it is an instance of concept C; if inputs are two 

instances 𝑎 and 𝑏, 𝑎 is an instance of concept C, and 𝑏 is an instance of concept 

D. 

ii. Rule (7) can be applied to concept C and D; and 

iii. Results generated by 𝑓𝑡(𝐶) and 𝑓𝑡(𝐷) are different. 

𝑓𝑡(𝐶, 𝐷, 𝐸) = 𝑓𝑡(𝑎, 𝐷, 𝐸) = 𝑓𝑡(𝑎, 𝑏, 𝐸) = 𝑓𝑡(𝑎, 𝑏, 𝑐) = 𝑓𝑡(𝐶) ⊔ 𝑓𝑡(𝐷) ⊔ 𝑓𝑡(𝐸) ←

  𝑓𝑡(𝐸) ≠ 𝑓𝑡(𝐷) ≠ 𝑓𝑡(𝐶), 𝑤ℎ𝑖𝑙𝑒 𝑎 ∈ 𝐶, 𝑏 ∈ 𝐷 𝑎𝑛𝑑 𝑐 ∈ 𝐸        

  (9) 

Rule (9) means, for three valid inputs, if the following conditions are met, its reasoning 

result is the combination of rule (7) applied to each concept.  

Conditions:  

i. If input contains one instance 𝑎, it is an instance of concept C; if inputs are two 

instances 𝑎 and 𝑏, 𝑎 is an instance of concept C, and 𝑏 is an instance of concept 

D; if inputs are three instances 𝑎, 𝑏 and 𝑐, 𝑎 is an instance of concept C, 𝑏 is an 

instance of concept D, and 𝑐 is an instance of concept E. 

ii. Rule (7) can be applied to concept C, D and E; and 

iii. Results generated by 𝑓𝑡(𝐶), 𝑓𝑡(𝐷) and 𝑓𝑡(𝐸) are different with each other. 

 

Rule (7), (8) and (9) are transformative inference rules for one, two and three inputs. 

These inputs can be concepts or mixture of instances and concepts. Rules of null results 

are omitted here. As designed exploratory inference rules, the inference result is null if 

the corresponding rule’s conditions cannot meet. 

4) Combinational Inference Rules 

According to combinational creativity, a set of rules is defined to reason combination of 

different concepts. The results are basis and kernel elements to form new ideas with other 

rules. The following rules assume inputs are concepts or instances existing in the 

knowledge base.  

𝑓𝑐(𝐶) = 𝑓𝑐(𝑎) = 𝐶 ⊔ 𝐷 ←  (𝐷 ∈ ¬𝐶) ∧ (𝐷 ⊈ 𝐶) ∧ (𝐷 ≠ ∅), 𝑤ℎ𝑖𝑙𝑒 𝑎 ∈ 𝐶      

(10) 
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Rule (10) means, while the input is a concept C or an instance 𝑎, if the following conditions 

are met, its reasoning result is the union of two concepts 𝐶 ⊔ 𝐷.  

Conditions:  

i. Concept D is a negation of concept C; that is concept D can be any concept in the KB’s 

TBox except concept C; 

ii. Concept D is not a sub-concept of C; 

iii. Concept D is not a null; and 

iv. If input is an instance 𝑎, it is an instance of concept C. 

𝑓𝑐(𝐶, 𝐷) = 𝑓𝑐(𝑎, 𝐷) = 𝑓𝑐(𝑎, 𝑏) = 𝐶 ⊔ 𝐷 ⊔ 𝐸, ←  (𝐸 ∈ (¬𝐶 ∨ ¬𝐷)) ∧ (𝐸 ⊈ (𝐶 ∧ 𝐷)) ∧

(𝐸 ≠ ∅), 𝑤ℎ𝑖𝑙𝑒 𝐶 ≠ 𝐷, 𝑎 ∈ 𝐶 𝑎𝑛𝑑 𝑏 ∈ 𝐷                    

(11) 

Rule (11) says, for two valid inputs, if the following conditions are met, its reasoning 

result is the union of three concepts 𝐶 ⊔ 𝐷 ⊔ 𝐸.  

Conditions:  

i. Concept E is a negation of concept C and negation of concept D; that is concept E can 

be any concept in the KB’s TBox except concept C and D; 

ii. Concept E is not a sub-concept of C and D; 

iii. Concept D is not a null; 

iv. Concept C is not equals to concept D; and 

v. If inputs are two instances 𝑎 and 𝑏, 𝑎 is an instance of concept C, and 𝑏 is an 

instance of concept D 

 

𝑓𝑐(𝐶, 𝐷, 𝐸) = 𝑓𝑐(𝑎, 𝐷, 𝐸) = 𝑓𝑐(𝑎, 𝑏, 𝐸) = 𝑓𝑐(𝑎, 𝑏, 𝑐) = 𝐶 ⊔ 𝐷 ⊔ 𝐸 ⊔ 𝐹 ←  (𝐹 ∈

(¬𝐶 ∨ ¬𝐷 ∨ ¬𝐸)) ∧ (𝐹 ⊈ (𝐶 ∧ 𝐷 ∧ 𝐸)) ∧ (𝐹 ≠ ∅), 𝑤ℎ𝑖𝑙𝑒 𝐶 ≠ 𝐷 ≠ 𝐸, 𝑎 ∈ 𝐶, 𝑏 ∈ 𝐷 𝑎𝑛𝑑 𝑐 ∈

𝐸    (12) 

Rule (12) means, for three valid inputs, if the following conditions are met, its reasoning 

result is the combination of four concepts 𝐶 ⊔ 𝐷 ⊔ 𝐸 ⊔ 𝐹.  

Conditions:  

i. If input contains one instance 𝑎, it is an instance of concept C; if inputs are two 

instances 𝑎 and 𝑏, 𝑎 is an instance of concept C, and 𝑏 is an instance of concept 

D; if inputs are three instances 𝑎, 𝑏 and 𝑐, 𝑎 is an instance of concept C, 𝑏 is an 

instance of concept D, and 𝑐 is an instance of concept E; 

ii. Concept F is a negation of concepts C, D and E; that is concept F can be any concept 

in the KB’s TBox except concept C, D and E; 

iii. Concept F is not a sub-concept of C, D and E; 

iv. Concept F is not a null; and 

v. C, D and E are not equals to each other. 
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Rule (10), (11) and (12) are combinational inference rules for one, two and three inputs. 

These inputs can be concepts or mixture of instances and concepts. Rules of null results 

are omitted here. As designed other inference rules, the inference result is null if the 

corresponding rule’s conditions cannot meet. 

5) Weight Calculation Algorithms and Inference Rules 

In the existing research results, the less appears means more valuable as a new idea. 

Therefore, we propose adding a property named “weight” 𝒲  for each concept. Also, 

algorithms are designed to calculate the value of 𝒲; rules are defined to measure degree 

of innovation for generated ideas. Obviously, the smaller the value of 𝒲 is, the more 

worthy of recommendation.  

To get the value of 𝒲, it is necessary to have a property 𝑁 for each concept and property 

to calculate the number of its appearing. The value of 𝑁 is a natural number and should 

be equal to or greater than 1. Algorithms designed to calculate value of 𝒲 are listed and 

explained below. 

Weight calculation algorithms: 

Algorithm 1: Concept weight calculation 

𝒲. 𝒞 =
𝑁.𝒞

𝑁𝑚𝑎𝑥.𝒟
 , 𝒟 ∈ (¬𝒞 ⊔ 𝒞)               

(13) 

The above rule says weight 𝒲 of concept 𝒞 is the ratio of 𝑁. 𝒞 and 𝑁𝑚𝑎𝑥 . 𝒟. 

Algorithm 2: Relation weight calculation 

𝒲. ℛ(𝒞) =
𝑁.ℛ(𝒞)

𝑁𝑚𝑎𝑥 .ℛ(𝒟)
 , 𝒟 ∈ (¬𝒞 ⊔ 𝒞)             

(14) 

The above rule says weight 𝒲 of relation ℛ for concept 𝒞 is the ratio of 𝑁. ℛ(𝒞) and 

𝑁𝑚𝑎𝑥. ℛ(𝒟), while 𝒟 can be any concept in the KB. 

Inference rules based on weight values: 

𝐹𝑟(𝐶) = 𝐶 ⊔ 𝑅𝑖. 𝐶 ← ∃𝑅𝑖. 𝐶: 𝒲. 𝑅𝑖(𝐶) ∈ [0,0.4]              

(15) 

while 𝑖 ≥ 1 and 𝑖 is a natural number. 
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Rule (15) means, for concept 𝐶, if there exists a relation 𝑅𝑖 while this relation’s weight 

is in [0, 0.4], it inferences concept 𝐶 with this particular role 𝑅𝑖 is a valuable research 

idea candidate.  

𝐹𝑟(𝐶) = ∅ ← ∀𝑅𝑖. 𝐶: 𝒲. 𝑅𝑖(𝐶) ∉ [0,0.4]                   

(16) 

while 𝑖 ≥ 1 and 𝑖 is a natural number. 

Rule (16) represents, for concept 𝐶, if the weight’s values of all relation 𝑅𝑖 are not in 

[0, 0.4], it inferences there is no valuable research idea. 

𝐹𝑟(𝐶, 𝐷) = 𝐶 ⊔ 𝐷 ⊔ 𝑅𝑖(𝐶, 𝐷) ← ∃𝑅𝑖(𝐶, 𝐷): 𝒲. 𝑅𝑖(𝐶, 𝐷) ∈ [0,0.4]             

(17) 

while 𝑖 ≥ 1 and 𝑖 is a natural number. 

Rule (17) means, for concepts 𝐶 and 𝐷, if there exists a relation 𝑅𝑖 between 𝐶 and 𝐷 

while this relation’s weight is valued in [0, 0.4], it inferences concept 𝐶 and 𝐷 with this 

particular role 𝑅𝑖 is a valuable research idea candidate. 

𝐹𝑟(𝐶, 𝐷) = ∅ ← ∃! 𝑅𝑖(𝐶, 𝐷) ∨ (∀𝑅𝑖(𝐶, 𝐷): 𝒲. 𝑅𝑖(𝐶, 𝐷) ∉ [0,0.4])          

(18) 

while 𝑖 ≥ 1 and 𝑖 is a natural number. 

Rule (18) represents, for concepts 𝐶 and 𝐷, if there does not exist a relation between 𝐶 

and 𝐷 ; or if weights of all relations between 𝐶  and 𝐷  are not valued in [0, 0.4], it 

inferences there is no valuable research idea based on measure of weight. 

𝐹𝑟(𝐶, 𝐷, 𝐸) = 𝐶 ⊔ 𝐷 ⊔ 𝐸 ⊔ 𝑅𝑖(𝐶, 𝐷) ⊔ 𝑅𝑖(𝐷, 𝐸) ← ∃𝑅𝑖(𝐶, 𝐷): 𝒲. 𝑅𝑖(𝐶, 𝐷) ∈ [0,0.4] ∧

∃𝑅𝑗(𝐷, 𝐸): 𝒲. 𝑅𝑗(𝐷, 𝐸) ∈ [0,0.4]                 

(19) 

While 𝑖 ≥ 1, 𝑗 ≥ 1, 𝑖 and 𝑗 are natural number. 

Rule (19) means, for three concepts 𝐶, 𝐷 and 𝐸, if there exists relation 𝑅𝑖 between 𝐶 

and 𝐷  and relation 𝑅𝑗  between 𝐷  and 𝐸  while these two relations’ weights are 

valued in [0, 0.4], it inferences a valuable research idea candidate that is concept 𝐶, 𝐷 

and 𝐸 with these two particular roles/relations 𝑅𝑖 and 𝑅𝑗. 

𝐹𝑟(𝐶, 𝐷, 𝐸) = ∅ ← ∃! 𝑅𝑖(𝐶, 𝐷) ∨ ∃! 𝑅𝑗(𝐷, 𝐸) ∨ (∀𝑅𝑖(𝐶, 𝐷): 𝒲. 𝑅𝑖(𝐶, 𝐷) ∉ [0,0.4]) ∨

(∀𝑅𝑗(𝐷, 𝐸): 𝒲. 𝑅𝑗(𝐷, 𝐸) ∉ [0,0.4])                  

(20) 

while 𝑖 ≥ 1 and 𝑖 is a natural number. 

ASJ, Vol. 1(1), 2016 Jing and Yang (Domain-Specific..)
86



 

 

Rule (20) says, for three concepts 𝐶, 𝐷 and 𝐸, if one or more of following conditions are 

met, it inferences there is no valuable research idea based on measure of weight. 

Conditions:  

i. If there does not exist a relation 𝑅𝑖 between 𝐶 and 𝐷; 

ii. If there does not exist a relation 𝑅𝑗 between 𝐷 and 𝐸; 

iii. If weights of all relations between 𝐶 and 𝐷 are not valued in [0, 0.4]; or 

iv. If weights of all relations between 𝐷 and 𝐸 are not valued in [0, 0.4]. 

 

6) Query Answering 

To generate a set of idea candidates, a set of rules is designed for query answering. User’s 

inputs and system’s function are query; Created ideas are answer to the query. The 

following are query-answering rules for generating of ideas candidates 𝐼𝑠. 

If input is 𝐶 𝑜𝑟 𝑥 ∈ 𝐶, 𝐼𝑠 = 𝐹𝑟(𝐶) ⨆𝑓𝑒(𝐶) ⨆𝐹𝑟(𝑓𝑡(𝐶)) ⨆𝑓𝑒(𝑓𝑡(𝐶)) ⨆𝐹𝑟(𝑓𝑐(𝐶)) ⨆𝑓𝑒(𝑓𝑐(𝐶))  

                        (21) 

Above rule shows, when input is a concept 𝐶  or an instance 𝑥  that belongs to 𝐶 , 

generated idea candidates 𝐼𝑠  are sum of inference results of 𝐹𝑟(𝐶), 𝑓𝑒(𝐶), 𝐹𝑟(𝑓𝑡(𝐶)), 

𝑓𝑒(𝑓𝑡(𝐶)), 𝐹𝑟(𝑓𝑐(𝐶)), and 𝑓𝑒(𝑓𝑐(𝐶)). 𝐹𝑟(𝐶) is inference based on weight value, details 

refers to rule (15). 𝑓𝑒(𝐶) generates ideas according to exploratory inference, refers to 

rule (1)-(4). 𝐹𝑟(𝑓𝑡(𝐶))  applies rules (15) and (16) to the results generated by 

transformative inference rule (7). 𝑓𝑒(𝑓𝑡(𝐶)) is to apply exploratory inference rules (1) –

(4) to results generated by transformative inference rule (7). 𝐹𝑟(𝑓𝑐(𝐶)) is applying rules 

(15) and (16) to the results generated by combinational inference rule (10). 𝑓𝑒(𝑓𝑐(𝐶)) 

generates idea candidates by applying exploratory inference rules (1-4) into results 

produced from combinational inference rule (10). 

If inputs are 𝐶 𝑎𝑛𝑑 𝐷, or 𝑥 ∈ 𝐶 𝑎𝑛𝑑 𝐷, or 𝑥 ∈ 𝐶 𝑎𝑛𝑑 𝑦 ∈ 𝐷, 𝐼𝑠 =

𝐹𝑟(𝐶)⨆𝐹𝑟(𝐷)⨆𝐹𝑟(𝐶, 𝐷)⨆𝑓𝑒(𝐶, 𝐷)⨆𝐹𝑟(𝑓𝑡(𝐶, 𝐷))⨆𝑓𝑒(𝑓𝑡(𝐶, 𝐷))⨆𝐹𝑟(𝑓𝑐(𝐶, 𝐷))⨆𝑓𝑒(𝑓𝑐(𝐶, 𝐷)) 

                (22) 

Rule (22) means, for two valid inputs, its generated idea candidates, represented as 𝐼𝑠, 

are sum of inference results of 𝐹𝑟(𝐶) ,  𝐹𝑟(𝐷) , 𝐹𝑟(𝐶, 𝐷) , 𝑓𝑒(𝐶, 𝐷) , 𝐹𝑟(𝑓𝑡(𝐶, 𝐷)) , 

𝑓𝑒(𝑓𝑡(𝐶, 𝐷)) , 𝐹𝑟(𝑓𝑐(𝐶, 𝐷)) , and 𝑓𝑒(𝑓𝑐(𝐶, 𝐷)) . There are ideas generated directly from 

inferences based on weights, exploratory creativity, transformative creativity and 

combinational creativity. In addition, there are ideas generated by combining different 

kind of inference rules. 

If inputs are 𝐶, 𝐷 𝑎𝑛𝑑 𝐸, or 𝑥 ∈ 𝐶, 𝐷 𝑎𝑛𝑑 𝐸, or 𝑥 ∈ 𝐶, 𝑦 ∈ 𝐷 𝑎𝑛𝑑 𝑧 ∈ 𝐸,  
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𝐼𝑠 = 𝐹𝑟(𝐶)⨆𝐹𝑟(𝐷)⨆𝐹𝑟(𝐸)⨆𝐹𝑟(𝐶, 𝐷)⨆𝐹𝑟(𝐶, 𝐸)⨆𝐹𝑟(𝐷, 𝐸)⨆𝐹𝑟(𝐶, 𝐷, 𝐸)⨆𝑓𝑒(𝐶, 𝐷, 𝐸) 

⨆𝐹𝑟(𝑓𝑡(𝐶, 𝐷, 𝐸))⨆𝑓𝑒(𝑓𝑡(𝐶, 𝐷, 𝐸))⨆ 𝐹𝑟(𝑓𝑐(𝐶, 𝐷, 𝐸))⨆𝑓𝑒(𝑓𝑐(𝐶, 𝐷, 𝐸))           (23) 

Rule (23) means, for three valid inputs, its generated idea candidates, represented as 𝐼𝑠, 

are sum of inference results of 𝐹𝑟(𝐶) ,  𝐹𝑟(𝐷) ,  𝐹𝑟(𝐸) , 𝐹𝑟(𝐶, 𝐷) , 𝐹𝑟(𝐶, 𝐸) , 𝐹𝑟(𝐷, 𝐸) , 

𝐹𝑟(𝐶, 𝐷, 𝐸) , 𝑓𝑒(𝐶, 𝐷, 𝐸) , 𝐹𝑟(𝑓𝑡(𝐶, 𝐷, 𝐸)) , 𝑓𝑒(𝑓𝑡(𝐶, 𝐷, 𝐸)) , 𝐹𝑟(𝑓𝑐(𝐶, 𝐷, 𝐸)) , and 

𝑓𝑒(𝑓𝑐(𝐶, 𝐷, 𝐸)) . Some ideas are generated directly from inferences based on weights, 

exploratory creativity, transformative creativity and combinational creativity. Meanwhile, 

it generates other ideas by combining of different kinds of inference rules. 

Above rules (21), (22) and (23) defined how idea candidates are generated under 

different circumstances. Specifically, different inference rules are applied and combined 

to support results’ creativity and innovation. 

7) Inference Example 

This part aims to illustrate the proposed rules for the inference engine using a simple 

example. It is assumed there is a KB’s Tbox shown as Figure 10, which contains concepts, 

i.e., A, A1, etc., and roles/relations, i.e., R1, R2 and so on. 

 

Figure 8. Example KB’s TBox 

ASJ, Vol. 1(1), 2016 Jing and Yang (Domain-Specific..)
88



 

 

The example KB is assumed 𝑊(𝑅2) ∈ [0,0.4], 𝑊(𝑅3) ∈ [0,0.4], 𝑊(𝑅8) ∈ [0,0.4]. If input 

is A1, idea candidate 𝐼𝑥  will be generated based on proposed inference and querying 

answer rules. Specifically, there are 23 idea candidates generated for this example as 

listed below,  

𝐼1 = 𝐹𝑟(𝐴1) = 𝑅2. 𝐴1 ⊔ 𝐴1  

𝐼2 = 𝑓𝑒(𝐴1) = 𝐴1 ⊔ 𝑅6. 𝐴1  

𝐼3 = 𝑓𝑒(𝐴1) = 𝐴1 ⊔ 𝑅7. 𝐴1  

𝐼4 = 𝑓𝑒(𝐴1) = 𝐴1 ⊔ 𝑅8. 𝐴1  

𝐼5 = 𝑓𝑒(𝐴1) = 𝐴1 ⊔ 𝑅9. 𝐴1  

𝐼6 = 𝐹𝑟(𝑓𝑡(𝐴1)) = 𝑅3. 𝐴11 ⊔ 𝐴11  

𝐼7 = 𝐹𝑟(𝑓𝑡(𝐴1)) = 𝑅8. 𝐵12 ⊔ 𝐵12  

𝐼8−12 = 𝑓𝑒(𝑓𝑡(𝐴1)) = 𝑅𝑖 . 𝐴11 ⊔ 𝐴11, While 𝑖 = 5, 6, 7, 8,9. 

𝐼13 = 𝑓𝑒(𝑓𝑐(𝐴1)) = 𝑅5(𝐴1, 𝐴2) ⊔ 𝐴1 ⊔ 𝐴2  

𝐼14 = 𝑓𝑒(𝑓𝑐(𝐴1)) = 𝑅5(𝐴1, 𝐴3) ⊔ 𝐴1 ⊔ 𝐴3  

𝐼15 = 𝑓𝑒(𝑓𝑐(𝐴1)) = 𝑅5(𝐴1, 𝐴31) ⊔ 𝐴1 ⊔ 𝐴31  

𝐼16 = 𝑓𝑒(𝑓𝑐(𝐴1)) = 𝑅5(𝐴1, 𝐵) ⊔ 𝐴1 ⊔ 𝐵  

𝐼17−19 = 𝑓𝑒(𝑓𝑐(𝐴1)) = 𝑅5(𝐴1, 𝐵𝑗) ⊔ 𝐴1 ⊔ 𝐵𝑗 , 𝑤ℎ𝑖𝑙𝑒 𝑗 = 1,2,3  

𝐼20−22 = 𝑓𝑒(𝑓𝑐(𝐴1)) = 𝑅5(𝐴1, 𝐵𝑘) ⊔ 𝐴1 ⊔ 𝐵𝑘 , 𝑤ℎ𝑖𝑙𝑒 𝑘 = 21,22,23  

Ideas candidates= Σ𝐼1−22 

 

To realise the proposed inference engine, it requires a way to transform designed 

algorithms and rules into executable codes. JESS is an acronym for Java Expert System 

Shell, which is a rule engine and scripting environment written entirely in Java language 

by Ernest Friedman-Hill [39]. It was originally inspired by the CLIPS expert system shell, 

but has grown into a complete, distinct Java-influenced environment of its own. JESS can 

be used to build Java applets and applications with the capacity to “reason” using 

knowledge supplied in the form of declarative rules. Therefore, it is able to translate 

proposed rules to realise the inference engine. 

For instance, Table 3 shows JESS expression of rules (15), that is Fr(C), applied in this 

example. 
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Table 3. JESS Code Example 

Rule Fr translated into Jess code 

(deftemplate A1 "" (declare (ordered TRUE))) 

(deftemplate A11 "" (declare (ordered TRUE))) 

(deftemplate R1 "" (declare (ordered TRUE))) 

(deftemplate R2"" (declare (ordered TRUE))) 

(deftemplate R3 "" (declare (ordered TRUE))) 

(deftemplate R4 "" (declare (ordered TRUE))) 

 

(deffacts initialFacts 

(male bill) 

(female jane) 

(female sally) 

(parent bill sally) 

(parent jane sally) 

) 

(defrule Fr 

(concept ?X) 

(role ?Rj.X) 

(i.R∈ [0, 0.4] ?Rj) 

=> 

(printout t crlf "A study of "?Rj "to enhance"?X crlf) 

) 

 

(reset) 

(facts) 

(run) 

(printout t crlf) 

 

4. CASE STUDY: CRS 

This section presents a project named Courses Recommendation System (CRS), to 

demonstrate and prove that proposed method is feasible to realise domain specific “idea-

tion”. CRS aims to create rich software for students to plot long-term futures. Specifically, 

its objective is to design and develop a software application that will allow users to 

explore possible future paths in education and career by navigating very large datasets.  
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4.1 Requirements of Creativity 

The criteria used include subjects of study and personal interests, covered by following 

requirements. Requirements related to UI and other aspects are omitted here, so that it 

can show its need for creativity clearly. 

R1: User should be shown suitable options based on his/her qualifications and interests 

so that he/she can choose the right course. 

R2: User can enjoy the experience of using a feature that will guide he/she towards 

suitable courses/careers so that he/she can have fun while learning. 

R3: User can see which course leads to specific careers so that he/she understands the 

implications of his/her choice. 

R4: User’s qualifications, experiences and interests will influence the options given to 

him/her so that the user can receive personalised recommendation results. 

From full requirements of CRS, it is an ‘idea-tion’ process whilst the generated ideas 

should be recommendation of university or collage courses and corresponding reasons 

for the nominations. According to above requirements, it is not a traditional courses 

recommendation application but a new system that generates creativity results to 

provide users (students) surprising choices with understandable reasons. Thus, this 

research focuses upon the method to support the listed requirements; the proposed 

method is a creative recommendation engine with following contributions. 

1) A set of reasoning rules based on proposed inference rules. This aims to achieve 

requirements R1 and R2. 

2) A set of advanced reasoning rules combined Creative Computing techniques, 

Description Logics and fuzzy description logic to support further creativity. For 

example, if a user provides his/her interest as a word ‘sleeping’, these rules help to 

investigate potential meanings on this “meaningless” answer rather than ignore it. 

3) A set of abstraction algorithms based on abstraction techniques to get the proper 

information on courses and careers. There are some abstraction algorithms 

designed in our previous research [40] can be utilised. Useful information will be 

abstracted from raw data, whilst irrelevant data are bypassed. It is for the user 

requirement R3. 

4) A set of rules on weighting personal factors (i.e. qualification, experiences, 

interests, etc.) to support courses inference process. These rules can be seen as a 

subset of reasoning rules in 1). It supporting to achieve user requirement R4. 

4.2 Designed Approach and Prototype 

Figure 9 is an overview approach of CRS. It starts with an UI showing some questions to 

answer. After user manually answered some or all questions, the creative 

recommendation engine is activated at backstage to generate nominations and reasons. 

Then the generated results should be shown to user. It can be an iterative process. If user 

is not satisfied with generated results, he/she can go back to start display and go through 
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this process again. User can try as many times as he/she want until there is a result he/she 

thinks good. If user is satisfied, he/she can choose a course from the recommended set 

and apply it on corresponding university website.  

 

Figure 9. Overall Approach of CRS 

The creative idea generation approach for CRS is designed as Figure 10 based on 

proposed method and approach in last section. It is detailed expression of creative 

recommendation engine from Figure 9, which focuses on presenting the role of creativity 

techniques and the whole approach as a Creative Computing application. 

 

Figure 10. Creative Idea Generation Approach for CRS 

The creative recommendation engine starts with gathering and pre-processing raw data. 

Abstraction algorithms are kernel support of this activity. Processed information should 

be saved as two database, courses database and universities database. There are links 

between them so that it is able to find which university a course belongs to. Then there is 

the most important part, inference engine, which contains activities to inference courses 

and universities. Personal factors are also inputs of the inference engine, which are 
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generated from user’s answers via transformation activity. Through this process, certain 

users’ answers will be transformed to new concepts to support inference activities as 

personal factors. The designed inference rules are kernel of this inference engine. In these 

rules, users’ answers are keywords; Courses and universities information are domain 

knowledge base. Hence, the inference engine realise useful and creative reasoning. Also, 

there are rules designed for weighting personal factors employed in the inference engine. 

Information of selected courses and universities are organised as a part of initial 

recommendation results. Meanwhile, based upon selected courses and universities 

information, there is a combination activity to generate initial reasons and produce 

creativity in it. Finally, these courses and corresponding reasons are ranked via a weight 

comparison activity as eventual results of the recommendation engine. 

Although this project is on the early stage, there is a prototype developed to represent 

how the application, especially the proposed creative recommendation engine, should 

work. Two screenshots of this prototype is listed below (Figure 11 and 12) to visualise 

users input and generated recommendation output.  

Firstly, there are some questions displayed on the main interface. After a user answered 

some or all questions as Figure 11 and pressed search button, the creative 

recommendation engine starts working in the system background. Through designed 

creative idea generation approach, there is a set of courses with relevant information and 

reasons generated to display to the user as recommendations. For instance, Figure 12 

shows there are four courses nominated with two very surprising candidates. As 

mentioned before, this whole approach can be an iterative process that allows users to 

search repeatedly until a desired course is found. 
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Figure 11. UI with Questions and Answers 
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Figure 12. Recommendation Results 

5. CONCLUSION 

The aim of this paper was to discuss the realistic of domain-specific ‘idea-tion’. The 

challenging issue it faces is how to generate new ideas. In other word, there is lack of 

works to make machine generated ideas novel, surprising and valuable. This research 

proposed a Creative Computing method and approach to realise domain-specific ‘idea-

tion’. Meanwhile, some creative techniques, including combination, exploration and 

transformation, were employed in the proposed inference rules to increase creativity. 

Furthermore, a project named Courses Recommendation System (CRS) was represented 

as use case to demonstrate and visualise the proposed approach’s feasibility.  

Overall, this research proved that domain-specific ‘ideat-ion’ could be realised by 

proposed Creative Computing method. Moreover, it can be deducted that there should be 

ways bring general machine ‘idea-tion’ from utopia to real possibility.  
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Being able to provide accurate forecasts on the trending behaviour of time series is important in a range of
applications involving the real-time evolution of signals, most notably in financial time series analysis, but control
engineering in general. This paper reports on the use of an indicator that is based on a Memory Function of
the form ∼ 1/tβ, β > 0, and, in terms of a comparative analysis, the Lyapunov Exponent λ coupled with an
approach whereby both parameters (i.e. λ and β− 1) are scaled according to the corresponding Volatility σ
of the time series. A ‘back-testing’ procedure is used to evaluate and compare the performance of the indices
(β− 1)/σ and λ/σ for forecasting and quantifying trends over a range of time scales. However, in either case,
a critical solution for providing high accuracy forecasts is the filtering operation used to identify the position
in time at which a trend occurs subject to a time delay factor that is inherent in the filtering strategy used. The
paper explores this strategy and presents some example results that provide a quantitative measure of the accuracy
obtained.
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Additional Key Words and Phrases: Financial Time Series Analysis, Generalised Kolmogorov-Feller Equation,
Memory Functions, Lyapunov Exponent, Volatility Scaling, Filtering Strategies.

1. INTRODUCTION

Continuous Time Random Walk models are important in developing algorithms for both
simulating and analysing time series data. Most models of this type are based on Ein-
stein’s evolution equation, and, on the basis of this equation, we consider a continuous
time solution based on a Memory Function of the form 1/tβ and show that the first order
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fundamental solution is equivalent to considering a Lévy distributed system with a δ(t)
memory function. This is the subject of Section 2 and 3, respectively. The purpose of this
is to understand the origins of parameters such as β > 0, the Lévy index γ ∈ (0,2] and,
for comparison, the Lyapunov Exponent λ (which is briefly considered in Section 3), for
example, in terms of their use as indicators in regard to the analysis of an evolving time
series. In this context, we explore the use of these parameters for forecasting both the type
and stability of time series trends by scaling them with the corresponding Volatility. For
this purpose, we provide a short derivation of the short time Volatility in Section 4 using
a ‘Phase Only Condition’. Coupled with a novel filtering strategy, it is shown that the key
to forecasting the onset of time series trends are the zero crossings associated with β− 1,
(1/γ)−1 and λ, in the latter case, for example, the demarcation between an upward and a
downward trend being predicated on whether λ> 0 or λ< 0, respectively. This is discussed
in Section 5 which includes example results on trend forecasting for an energy commodi-
ties time series and quantifies the accuracy of the forecasts obtained using a back-testing
procedure presented in Section 5.1.

The work reported in this paper can be contextualised in terms of the application of
memory functions to complex systems analysis. In complex systems, the elements adapt
to the aggregate pattern they co-create. As the components react, the aggregate changes,
as the aggregate changes the components react anew. Barring the reaching of some asymp-
totic state or equilibrium, complex systems keep evolving to producing stochastic fields.
Such systems arise naturally in an economy. Economic agents, be they banks, firms, or in-
vestors, continually adjust their market strategies to the macroscopic economy which their
collective market strategies create. It is important to appreciate that there is an added layer
of complexity within the economic community. Unlike many physical systems, economic
elements (human agents) react with strategy and foresight by considering the implications
of their actions, i.e. the decisions taken are subject to risk management and although we
can not be certain whether this fact changes the resulting behaviour, we can be sure that it
introduces feedback which is basis for many complex systems models that generate chaotic
fields with self-affine structures. This foresight is based to a certain extent on the ‘memory’
of past events and hence, the concept of defining a ‘memory function’ to analyse a com-
plex system has a natural synergy with the underlying issues associated with modelling
complex systems.

Complex systems can be split into two categories: equilibrium and non-equilibrium.
Equilibrium complex systems, undergoing a phase transition, can lead to ‘critical states’
that often exhibit random self-affine structures in which the statistics of the stichastic field
are scale invariant. Non-equilibrium complex systems give rise to ‘self organised critical
states’ and financial markets can be considered to be non-equilibrium systems because they
are constantly driven by transactions that occur as the result of new economic information
over a range of time scales. They are complex systems because the market also responds to
itself, often in a highly non-linear fashion, and would carry on doing so (at least for some
time) in the absence of new information. The ‘price change field’ is highly non-linear and
very sensitive to exogenous shocks and it is probable that all shocks have a long term effect
for which a long term memmory function may be sought. Market transactions generally
occur globally at the rate of hundreds of thousands per second. It is the frequency and
nature of these transactions that dictate the behaviour of stock market indices nearly all of
which are statistically self-affine.
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2. THE GENERALISED KOLMOGOROV-FELLER EQUATION

For a Probability Density Function (PDF) p(x), Einstein’s evolution equation is, [1]

u(x, t + τ) = u(x, t)⊗x p(x) (1)

where u(x, t) is a ‘density function’ representing the concentration of a canonical ensem-
ble of particles undergoing elastic collisions and ⊗x denotes the non-causal convolution
integral. For arbitrary values of τ, Taylor expansion allows us to write

τ
∂
∂t

u(x, t)+
τ2

2!
∂2

∂t2 u(x, t)+ ...≡ τm(t)⊗t
∂
∂t

u(x, t) =−u(x, t)+u(x, t)⊗x p(x) (2)

where m(t) is a Memory Function and ⊗t is taken to denote the causal convolution inte-
gral over t, convolution with a memory function replacing the infinite series representa-
tion through Taylor expansion of the function u(x, t + τ). Equation (2) is the Generalised
Kolomogorov-Feller Equation (KFE) which reduces to the Classical KFE when m(t)= δ(t)
and is equivalent to the case of considering τ << 1 in the Taylor series expansion of equa-
tion (1), [2], [3].

2.1 Othonormality

For any memory function for which there exists a function or class of functions of the type
n(t), say, such that n(t)⊗t m(t) = δ(t) we can write equation (2) in the form

τ
∂
∂t

u(x, t) =−n(t)⊗t u(x, t)+n(t)⊗t u(x, t)⊗x p(x)

where the Classical KFE is recovered when n(t) = δ(t). Any solution obtained to the Gen-
eralised KFE is dependent upon the choice of memory function m(t) used. There are a
number of choices that can be considered, each of which is taken to be a ‘best character-
istic’ of a stochastic time series in terms of the influence of its time history. However, it
may be expected that the time history of physically significant random systems is relatively
localised in time.

We consider a memory function of the type [4]

m(t) =
1

Γ(1−β)tβ , β > 0

where

n(t) =
1

Γ(β−1)t2−β

given that
∞∫

0

exp(−st)
Γ(β)t1−β dt =

1
sβ

and
∞∫

0

δ(t)exp(−st)dt = 1
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2.2 Fundamental (Green’s Function) Solution

By writing equation (2) in the form

τ
∂
∂t

u(x, t)+u(x, t) = u(x, t)−n(t)⊗t u(x, t)+n(t)⊗t u(x, t)⊗x p(x)

the Green’s function solution is given by

u(x, t) = g(t)⊗t u(x, t)−g(t)⊗t n(t)⊗t u(x, t)+g(t)⊗t n(t)⊗t u(x, t)⊗x p(x), (3)

the Green’s function being given by

g(t) =
1
τ

exp(−t/τ), t > 0

which is the solution to

τ
∂
∂t

g(t)+g(t) = δ(t)

assuming initial conditions u(x,0) = 0 and g(0) = 0.

Theorem 2.1

If the Laplace transform of the function n(t) exists, then a solution of equation (3) is

u(x, t) = h(t)⊗t u(x, t)⊗x p(x), h(t)↔ n̄(s)
τs+ n̄(s)

where↔ denotes the Laplace transformation, i.e. the mutual transformation from t-space
to s-space.

Proof of Theorem 2.1

Using the convolution theorems for the Fourier and Laplace transforms, respectively, equa-
tion (3) can be written as

¯̃u(k,s) = ḡ(s) ¯̃u(k,s)− ḡ(s)n̄(s) ¯̃u(k,s)+ ḡ(s)n̄(s) ¯̃u(k,s)p̃(k)

where

¯̃u(k,s) =
∞∫

0

∞∫

−∞

u(x, t)exp(−ikx)dxexp(−st)dt, ḡ(s) =
∞∫

0

g(t)exp(−st)dt,

n̄(s) =
∞∫

0

n(t)exp(−st)dt

and

p̃(k) =
∞∫

−∞

p(x)exp(−ikx)dx

Thus, noting that ḡ(s) = (1+ τs)−1, we can write

¯̃u(k,s) =− ḡ(s)
1− ḡ(s)

n̄(s) ¯̃u(k,s)+
ḡ(s)

1− ḡ(s)
n̄(s) ¯̃u(k,s)p̃(k)
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=− n̄(s)
τs

¯̃u(x, t)+
n̄(s)
τs

¯̃u(k,s)p̃(k) = h̄(s) ¯̃u(k,s)p̃(k)

which, upon inverse transformation yields

u(x, t) = h(t)⊗t u(x, t)⊗x p(x) (4)

Theorem 2.2

For an initial solution u0(x, t), the convergent Nth-order iterative solution of equation (4) is

uN(x, t) = j = 1N p(x)k = 1Nh(t)⊗x⊗tu0(x, t), ‖h(t)‖2×‖p(x)‖2 <
1√
2π

(5)

where

j = 1N f (t)≡ f (t)⊗t f (t)⊗t f (t)⊗t ...

denotes the Nth convolution of f (t).

Proof of Theorem 2.2

Consider an iteration of equation (4) as defined by

un+1(x, t) = h(t)⊗t un(x, t)⊗x p(x), n = 1,2, ...,N

Using the convolution theorem, the equivalent iteration in Fourier-Laplace space is

¯̃un+1(k,s) = h̄(s) ¯̃un(k,s)p̃(k)

for initial solution ¯̃u0(k,s). Thus, after N iterations, we can write

¯̃uN(k,s) = [h̄(s)]N [p̃(k)]N ¯̃u0(k,s)

so that upon inverse Fourier-Laplace transformation, the result is obtained.
The criterion for convergence as stated in Theorem 2.2 is obtained by considering an nth

order error function εn(x, t) so that un(x, t) = u(x, t)+ εn(x, t). We can then write

¯̃εn+1(k,s) = h̄(s)p̃(k) ¯̃εn(k,s)

so that
¯̃εn(k,s) = [h̄(s)p̃(k)]n ¯̃ε0(k,s)

and it is clear that, since we require ¯̃εn → 0 and n→ ∞, [h̄(s)p̃(k)] < 1 ∀(k,s). The
condition for convergence therefore becomes

‖h̄(s)p̃(k)‖ ≤ ‖h̄(s)‖×‖p̃(k)‖< 1

or, for Euclidian norms, and, using Rayleigh’s theorem,

‖h̄(s)‖2×‖p(x)‖2 <
1√
2π

In (k, t)-space

ε̃n(k, t) = k = 1nh(t)[p̃(k)]n⊗t ε̃0(k, t)
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so that, using Hölder’s inequality,

‖ε̃n(k, t)‖ ≤ ‖k = 1nh(t)[p̃(k)]n‖×‖ε̃0(k, t)‖ ≤ ‖h(t)‖n×‖ p̃(k)‖n×‖ε̃0(k, t)‖
from which the condition for convergence is thus derived.

2.3 First Order Impulse Response Function

Form equation (5), if the initial solution is an impulse, i.e. u0(x, t) = δ(x)δ(t), then the
Impulse Response Function (IRF), denoted by RN(x, t), say, is given by

RN(x, t) = j = 1N p(x)k = 1Nh(t)

with ‘transfer function’
¯̃RN(k,s) = [h̄(s)p̃(k)]N

The first order IRF is

R1(x, t) = p(x)h(t)

and it is then clear that the ‘space integrated IRF’ is given by h(t), i.e.

h(t) = R1(x, t)dx, p(x)dx = 1

For memory function

m(t)↔ 1
s1−β , h̄(s) =

1
1+ τsβ ∼

τ
τsβ , τ >> 1⇒ h(t)∼ 1

τΓ(β)t1−β

Thus, if we consider an initial solution u0(x, t) = δ(x)r(t) where r(t) is some random
varying function, then we arrive at a model for R(t) given by (ignoring scaling by 1/τ)

R(t) =
1

Γ(β)t1−β ⊗t r(t)

This model is based on the Riemann-Liouville integral transform which has self-affine
properties, properties that exhibit ‘Stochastic Trending Characteristics’. In other words
R(t) defines a random fractal function whose IRF is 1/t1−β, a result that is, in light of the
above analysis, been shown to be a PDF independent first order solution to the Generalised
KFE for a memory function of the type (ignoring scaling) 1/tβ.

2.4 Application to Stochastic Time Series Analysis

By considering a short time model for a time series which is predicated on the scaling law
tα, α = β− 1, regressions methods can be used to estimate the parameter α on a mov-
ing window basis, a least squares estimate, for example, being given by, for a uniformly
sampled time series R(ti)> 0∀ti, i = 1,2, ...,N

α =

N
∑

i=1
lnR(ti)

N
∑

i=1
ln ti−N

N
∑

i=1
lnR(ti) ln ti

(
N
∑

i=1
ln ti

)2

−N
N
∑

i=1
ln t2

i

In this context, and, from the point of view detecting trends in time series data R(ti),
α > 0 indicates a positive upward trend and α < 0 indicates a negative downward trend.
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The case when α ∼ 0 is an indication a non-trending behaviour. The transition points
between the start and end of any given trend can therefore be identified by those positions
in time at which α ∼ 0 through the application of a moving window process where an
estimate of is computed at each position of the windowed data.

2.5 Equivalence with the Lévy Index

Consider a (symmetric) Lévy distribution p(x) defined in terms of the Characteristics Func-
tion

p̃(k) = exp(−a | k |γ)∼ 1−a | k |k, γ ∈ (0,2]

where a << 1 is a constant and γ is the ‘Lévy index’. Application of a first order Taylor
series to equation (1) under the condition that τ << 1 and application of the Convolution
Theorem then yields the Fractional Diffusion Equation

(
∂γ

∂ | x |γ −
∂
∂t

)
u(x, t) = 0;

∂γ

∂ | x |γ u(x, t) =
1

2π
ũ(k, t) | k |γ exp(ikx)dk

where τ := τ/a = 1 (for normalised units).

Theorem 2.3

The Green’s function for this equation has the operational form

g(x, t) =
i

2Γ(1/γ)t1−1/γ ⊗t

[
δ(t)+

∞

∑
n=1

(ix)n

n!
∂n/γ

∂tn/γ

]
=

i
2Γ(1/γ)t1−1/γ , x→ 0

Proof of Theorem 2.2

For the source function −δ(x, t), computation of the Green’s function by Fourier and
Laplace transformation in x-space and t-space, respectively, yields the result (for the pole
at | k |= s1/γ)

g(x, t) =
1

2πi

i∞∫

−i∞

iexp(is1/γx)
2s1/γ exp(st)ds

Thus, by writing

exp(is1/γx) = 1+
∞

∑
n=1

(ix)n

n!
sn/γ

the result of obtained, given that

sn/γ↔ ∂n/γ

∂tn/γ

This result shows that the IRF for a Lévy distributed system is determined by the func-
tion 1/t1−1/γ t > 0 for x→ 0, and, in this sense, it is clear that γ = 1/β for the range
1/2≤ β < ∞.
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3. THE LYAPUNOV EXPONENT AND KOLMOGOROV-SINAI ENTROPY

For a set of discrete time steps tn, n = 1,2, ..., equation (1) can be considered to be an
Iteration Function System defined as

u(xm, tn+1) = p(xm)⊗x u(xm, tn)

where the density function u is also cast in terms of a set of discrete steps in space xm, m=
1,2, ... and ⊗x is taken to denote the ‘Convolution Sum’. Suppose that after many time
steps, this iteration converges to the function φ(xm, t∞), say. We can then represent the
iteration in the form

u(xm, tn+1) = φ(xm, t∞)+ ε(xm, tn)

where ε(xm, tn) denotes the error at any time step n. Convergence to the function φ(xm, t∞)
then occurs if ε(xm, tn)→ 0∀m as n→ ∞.

Consider a ‘model’ for the error at each time step given by (for some real constant ε)

ε(xm, tn+1) = εexp(tnλ)⇒ ε(xm, tn+1) = ε(xm, tn)exp(λ)

We can then construct an equation for λ given by

λ = lim
N→∞

1
N

N

∑
n=1

log
ε̄(tn+1)

ε̄(tn)
where ε̄(tn) = lim

M→∞

1
M

M

∑
n=1

ε(xm, tn)

If λ is negative, then the iterative process is stable since we can expect that as N→ ∞,
ε̄(tn+1)/ε̄(tn)< 1 and thus log[ε̄(tn+1)/ε̄(tn)]< 0. However, if λ is positive then the itera-
tive process will diverge. This criterion for convergence/divergence is of course dependent
on the exponential ‘model’ used to represent the error function at each iteration, and, within
this context, λ is known as the Lyapunov Exponent. Note that we have purposely derived
an expression for this exponent in regard to the evolution equation - equation (1) - in or-
der to demonstrate the connectivity between the parameter λ and the parameters β−1 and
1− 1/γ (as discussed in Sections 2.4 and 2.5, respectively). In this sense, the ‘unifying
framework’ for all such parameters is equation (1).

3.1 The Lyapunov Exponent

In a general context, The Lyapunov Exponent, denoted by λ(t0) for some initial condition
in time t0, is a quantitative measure of the exponential divergence of trajectories starting
from the neighbourhood of t0 [5]. For a one-dimensional system, i.e. a time series function
f (t), say,

fn (t0 + ε)− fn (t0) = εexp[nλ(t0)],

where ε is a small perturbation from the initial condition t0 and n is the number of iterations.

Generally, λ depends on the initial condition, and thus we can only estimate its average
value. In a measure-preserving system λ is constant for all trajectories and is given by the
limit

λ(t0) = lim
n→∞

lim
ε→0

1
n

log
fn (t0 + ε)− fn (t0)

ε
ASJ, Vol. 1(1), 2016

107



Time Series Analysis.. ·
or

λ(t0) = lim
n→∞

1
n

n

∑
k=1

log f ′ (tk) = lim
n→∞

1
n

log
n

∏
k=1

f ′ (tk)

For each k, f ′ (tk) tells us how much the function f is changing with respect to its argument
at the point tk. This derivative expresses the magnitude of change in the transition from tk
to tk+1. The limit of the average of the derivative logarithms over n iterations is taken to
provide a measure of how fast the orbit changes as (discrete) time propagates. In the con-
text of a discrete stochastic time series R(t1),R(t2), ...,R(tN), computation of the exponent
is typically undertaken using the result

λ =
1
N

N

∑
n=1

log
R(tn+1)

R(tn)
(6)

and provides a method of indicating the trending behaviour of a time series where positions
in time at which the exponent crosses zero are an indication of the transition points between
the start and end of a trend.

3.2 Kolmogorov-Sinai Entropy and Lyapunov Exponents

For a d-dimensional system we have a set λ = {λ1, . . . ,λd} and more complex behaviour,
but still qualitatively the same as the one dimensional case [6]. However, a more accurate
measure is the Kolmogorov-Sinai (KS) entropy because it considers the resolution (the
precision) under which the system is observed. The Lyapunov Exponents measure how fast
we loose the capability to predict the behaviour of a stochastic system. The disadvantage
is that this measure does not consider the resolution under which the system is observed,
unlike the Kolmogorov-Sinai entropy [5], [7] and [8].

Let the partition β = {T1,T2, ...,Tm} be the observer’s resolution. Looking at the system
state t, the observer can only determine the fact that t ∈ Ti and reconstruct the symbolic
trajectory αn = {sm1 ,sm2 , . . . ,smn} corresponding to the regions visited. The entropy of a
trajectory αn with respect to partition β is given by

Hβ
n =−∑

αn

Pr(αn) log{A} Pr(αn)

where Pr(αn) is the probability of occurrence of the substring αn. The conditional entropy
of the (n+1)th symbol provided the previous n symbols are known is defined as

hβ
n = hn+1|nβ =

{
Hn+1β −Hnβ , n≥ 1;
H1β , n = 1.

}
.

The entropy for a partition β is given by

hβ = lim
n→∞

hβ
n = lim

n→∞

1
n

Hβ
n

and the Kolmogorov-Sinai entropy is the supremum over all possible partitions

hKS = sup
β

hβ
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α- Levy Lyapunov Hurst Fractal
Index Index Exponent Exponent Dimension
α = 0 γ = 2 λ = 0 H = 1

2 D = 1.5
α > 0 γ < 1 λ > 0 H > 1

2 D < 1.5
α < 0 γ > 1 λ < 0 H < 1

2 D > 1.5

Table I: Equivalence of the numerical ranges associated with the α-parameter, the Lévy index (0 < γ≤ 2) and the
Lyapunov Exponent with the Hurst exponent (0 < H < 1) and the Fractal Dimension (1 < D < 2). .

The KS entropy is zero for regular systems, is finite and positive for a deterministic chaos
and infinite for a random process and is related to the Lyapunov exponents by

hKS = ∑
1≤d≤D

λd

being proportional to the time horizon T on which the system is predictable.
The behaviour of the Lyapunov Exponent when applied to a time series is similar to that

of the ‘α-index’ defined in Section 2.4. Both parameters are related to other metrics associ-
ated with the fields of non-Gaussian stochastic systems in regard to the equivalence of the
numerical ranges to be expected that differentiate between persistent and anti-persistent
behaviour. In this context, Table 1 quantifies the comparative ranges of some selected
metrics (subject to their upper and lower bounds).

4. THE VOLATILITY AND VOLATILITY SCALING

Consider the short time rate equation

f (t) =
d
dt

lnR(t) = σu(t)

where σ is the ‘Volatility’. The Volatility is a measure of the randomness associated with
R(t) and we therefore require an estimate for σ in terms of the function R(t) through the
elimination u(t). This requires a condition estimate of σ to be formulated.

4.1 Phase Only Condition

Theorem 4.1

If u(t) is a phase only function with unit amplitude, bandwidth Ω and compact support T
then

σ =

√
2π
Ω
‖ f (t)‖2, ‖ f (t)‖2 :=




T/2∫

−T/2

| f (t) |2 dt




1
2

(7)

Proof of Theorem 4.1

If u(t) is a phase only function (assuming unit amplitude), then

ũ(ω) = exp[iθ(ω)], σ‖u(t)‖2 = ‖ f (t)‖2
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where ω(ω) is the ‘Phase Spectrum’. Using Parseval’s Theorem, we have

T/2∫

−T/2

| u(t) |2 dt =
1

2π

Ω/2∫

−Ω/2

| ũ(ω) |2 dω =
Ω
2π

from which the result is thus derived.

Theorem 4.2

For a uniformly sampled discrete function f(tn), n = 1,2,3, ...,N, equation (7) becomes

σ =
2π
Ω

(‖ f (tn)‖2, ‖ f (tn)‖2 :=

(
N

∑
n=1
| f (tn) |2

) 1
2

Proof of Theorem 4.2

For a uniform sampling interval of ∆t, say, the discrete version of equation (7) is

σ =

√
2π∆t

Ω
‖ f (tn)‖2

The sampling interval ∆t of f (tn) is related to the sampling interval ∆ω of the Discrete
Fourier Transform of f (n) by the equation

∆t∆ω =
2π
N

and since the bandwidth of the discrete spectrum of fn is N∆ω is is clear that ∆t = 2π/Ω
from which the result is thus derived.

Corollary

The scaling constant 2π/Ω can be used to define a re-scaled the Volatility given by σ :=
σΩ/2π thereby yielding the expression

σ =

[
N−1

∑
n=1

ln
(

–R(t–n+1˝)
R(t–n˝)˝

)2
] 1

2
(8)

Comparing equation (8) with equation (6), we observe a similarity in both forms with
regard to the commonality of the quotient R(tn+1)/R(tn) and the logarithmic operation but
where λ < 0 or λ≥ 0 but where σ≥ 0∀n.

4.2 Volatility Scaling

The zero crossings associated with computing of the α-index (as discussed in Section 2)
and/or the Lyapunov exponent (Section 3) on a moving window basis provides the positions
in time where there is a transition in the trend type. The value of the Volatility indicates the
‘stability’ of the time series, the temporal characteristics of all indicators being dependent
of the size of the window or ‘period’ used. This suggests scaling the indices with the
Volatility, i.e. computing the quotient ασ = α/σ and λσ = λ/σ, in order to assess not
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only changes in the direction of a trend but the corresponding stability of that trend. This
idea has obvious applications to a range of time series but especially in regard to financial
time series analysis where forecasting both the type and characteristics of a trend is of
fundamental importance, a positive trend with low volatility indicating a good investment
horizon, for example.

5. FILTERED ZERO-CROSSINGS ANALYSIS

On the basis of the ideas considered in the previous section, the critical points at which a
trend forecasting decision is made are the zero crossing points associated with λσ (or ασ).
We consider the case associated with parameter λσ but note that the arguments and analysis
presented in this section applies in equal measure to the parameter ασ, a comparison of the
two parameters being given later on in Section 5.2.

By computing λσ(t) on a moving window basis where t is the position in time of the
window, identification of the zero crossings denoted by the function zc(t) involves the
follow basic procedure:

zc(t) =





+1, λσ(t)< 0 & λσ(t + ε)≥ 0;
−1, λσ(t)> 0 & λσ(t + ε)≤ 0;
0, otherwise.

(9)

where ε is a small perturbation in time. This procedure generates a series of Kronecker
delta functions whose polarity determines the position(s) in time at which a trend is ex-
pected to be positive or negative. Thus the function zc(t) identifies the zero crossings
associate with the end of an upward trend and the start of a downward trend as is the case
when zc(t)=−1 and the end of downward trend and the start of an upward trend as the case
zc(t) =+1. This is a ‘critical indicator’ in regard to forecasting the trending behaviour of a
time series, and, with regard to the back-testing algorithm to be discussed in the following
section, is the primary performance evaluator.

In practice, the points at which the zero crossings are evaluated according equation (9)
depend on the accuracy of the algorithm used to compute λσ which in turn, depends on the
intrinsic noise associated with the time series used. This can yield errors in the positions at
which the zero-crossings are computed especially with regard to changes associated with
very short time micro-trends. In the context of longer term macro-trends, such micro-
trends may legitimately be interpreted as noise although, in the context of financial times
series analysis, for example, the term ‘noise’ must be understood to include legitimate price
values. To overcome this effect, and, since the same argument applies to the computation
of the Volatility, λσ is filtered thus:

Λσ(τ) =
1
T

T/2∫

−T/2

w(t + τ)λσ(t)dt (10)

where

w(t) =

{
1, | t |≤ T/2
0, | t |> T/2
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However, in the context of an evolving time series such as financial time series, a filtering
strategy must be used given that

λσ(t) =

{
∃∀t ∈ (−∞,ξ];
0∀t > ξ.

(11)

where ξ defines the finite extent of the times series at any point in time beyond which the
series is undefined and can thereby be set to zero as given in equation (11) . For this reason,
we consider a modification to equation (10) and write

Λσ(τ) =
1
T

T/2∫

−T/2

w(t + τ)λσ(t +δT )dt, s ∈ [0,1] (12)

The parameter δ defines a ‘shift’ which provides control over the extent to which the evolv-
ing time series is ‘zero padded’. This parameter provides a critical difference in the accu-
racy of the results obtained through back-testing in terms of the reliability and accuracy of
the function zc(t) to indicate the nature and duration of a trend. The most successful results
occur when the ‘shift’ is increasingly closer to 1. However, in the context of an analysis of
a financial time series (as discussed in the following section) this introduces a need for a
trader to ‘hold their position’ until the position of a zero crossing has ‘stabilised’ (subject
to the filter applied), thereby retaining a fixed position in the interim. This requirement
introduces a ‘Trading Delay Factor’ given by T − δT . Thus an optimum value for the
parameter S is the smallest value that yields a maximum back-testing accuracy.

5.1 Back-testing Results

Back-testing algorithms are designed to ‘gauge’ the accuracy of the results in terms of trend
predictions and are usually but not exclusively related to testing a strategy for forecasting
the behaviour of financial time series. In this context, the procedure operates on the basis
that the price difference should be positive if the interval between the start and end points
of a predicted trend are correct. In those cases where this occurs throughout the duration of
the time series considered, the predicted entry and exits points are taken to be correct, else,
they are taken to be incorrect. The accuracy associated with the back-test is then computed
as a percentage in terms of the predictions being correct and only correct.

The algorithm for the back-tests used is compounded in the following procedure as pred-
icated on the computation of zc(ti) - equation (9) - using the filtered index Λσ(ti), a priori
where s++,s

−
+,s
−
− and s+− denote a correct positive (up-ward) trend prediction, an incorrect

positive trend prediction, a correct negative (down-ward) trend prediction and an incorrect
negative trend prediction, respectively, in regard to the discrete time series data R(ti) used.

R+
+ = 0; R−+ = 0; R−− = 0; R+

− = 0;

k = 0; ∀i,
i f zc(ti)< 0, thenΛ̂σ(tk) = Λσ(ti)&ẑc(tk) = zc(ti); k = k+1;
i f zc(ti)> 0, thenΛ̂σ(tk) = Λσ(ti)&ẑc(tk) = zc(ti); k = k+1;

∀ j,
i f ẑc(t j)− ẑc(t j+1)< 0&Λ̂σ(t j)− Λ̂σ(t j+1)> 0, thenR+

− = R+
−+1;
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i f ẑc(t j)− ẑc(t j+1)> 0&Λ̂σ(t j)− Λ̂σ(t j+1)< 0, thenR−− = R−−+1;
else
i f ẑc(t j)− ẑc(t j+1)> 0&Λ̂σ(t j)− Λ̂σ(t j+1)< 0, thenR+

+ = R+
++1;

i f ẑc(t j)− ẑc(t j+1)> 0&Λ̂σ(t j)− Λ̂σ(t j+1)> 0, thenR−+ = R−++1;

i f R+
−+R−− > 0thenS = 100R+

−/(R
+
−+R−−)elseS = 0;

i f R+
++R−+ > 0thenL = 100R+

+/(R
+
++R−+)elseL = 0;

where L and S denote the percentage accuracy of going ‘Long’ (e.g. making an invest-
ment predicated on the forecast of an increasing price trend) and going ‘Short’ (e.g. selling
an investment predicated on the forecast of a decreasing price trend). Note that this proce-
dure (at least for δ> 0) is applied to the filtered time series data and represents the accuracy
associated a ‘Delayed Call’.

5.2 Example Result using Energy Commodities Time Series Data

It is clear that the output associated with a normalised sample of the energy commodity
Brent Crude Weekly, i.e. 1000 samples of Brent Crude Oil price sampled on a weekly
basisexhibits a range of short and long time-scale trends. The plot also shows the filtered
time series Λσ(ti). The periods used to compute λσ(ti) and Λσ(ti) are 15 and 20, respec-
tively, with δ = 0.5 yielding a Trading Delay Factor of f loor(T −δT ) = 10. For this case,
S = 71% and L = 83% assuming a zero Trading Delay Factor which yields ‘Instantaneous
Call’. Using a ‘Delayed Call’, S = 92% and L = 81% thereby providing a higher combined
percentage accuracy.

In comparison, we can show the effect of applying exactly the same computational pro-
cedure to the parameter αλ using the least squares estimate given in Section 2.4. In this
case, the ‘Instantaneous Call’ yields S = 66% and L = 80% but the ‘Delayed Call’ yields
S = 92% and L = 98%. In general, application of the (filtered) ασ-index yields a better
performance over application of the (filtered) λσ-index but this is at the expense of the
higher computational overheads required to implement regression analysis. On the other
hand, regression analysis generates a smoother time signature which explains the improved
performance when compared with the time signature for the Lyapunov Exponent. It is also
clear that, in comparison to the (filtered) λσ-index the (filtered)ασ-index has a greater dy-
namic range. This is of value in regard to assessing the stability of a trend when the am-
plitude of ασ increases. From the point-of-view of assessing the potential for increasing
an existing investment, for example, this amplitude provides a confidence measure whose
quantification lies beyond the scope of this work.

6. CONCLUSIONS AND DISCUSSION

The purpose of this paper has been to introduce a time series model based on Continuous
Time Random Walk Models as derived from Einstein evolution equation - equation (1).
In Section 2, we have shown that the first order temporal IRF associated with the Green’s
function solution to the Generalised KFE for a Memory Function of the type 1/tβ is given
by 1/t1−β, t > 0 β > 0 which is independent of the PDF. This result is compatible with
a Lévy Distributed PDF for a δ(t) Memory Function under the asymptotic condition x→ 0
(as discussed in Section 2.5). Within the unifying context of equation (1) we have also
considered the Lyapunov Exponent and identified the respective numerical ranges asso-
ciated with differentiating between the persistent and anti-persistent behaviour of a time
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series (upward and downward trends, respectively) as provided in Section 3 and quantified
in Table 1.

The application of the filtering operation discussed in Section 5 is crucial to the success
of the ‘predictive power’ of the indices considered. Without application of this filter the ac-
curacy of determining the correct zero crossings for going Long or Short remains relatively
poor as predicated on the back-testing procedure considered in Section 5.1. Moreover, to
yield the required accuracy necessary for most trading purposes, the filter must be applied
with an appropriate shift. For the case of δ > 0, the filter generates a result that is analo-
gous to a forward-error-correction scheme. Without filtering, back-testing shows that the
Long/Short accuracy is ∼ 50%. With the implementation of the filter (for δ = 0.5− 0.7),
the accuracy is typically ∼ 80%++. The price that is paid for this accuracy is the delay re-
quired before application of a Long/Short Call. While this delay does not reduce accuracy
in the prediction of a trend, its implementation yields a lower price difference between the
entry and exit points. This dictates that smaller windows are used in the computation of an
index subject to the back-testing accuracy obtained for a given time series.

In addition to the applications associated with financial time series analysis, which has
been a focus of the results presented in this paper, the indices considered can be used for
forecasting the behaviour of any evolving time series. Scaling by the Volatility yields a
measure of stability, and, in this sense, the indices can be use to partition a time series in to
stable and non-stable regions. In the former case, short-time forecasting techniques may be
used with increasing confidence such as those based on the application evolutionary com-
puting methods, for example, to predict the future value(s) of a time series as opposed to
the predicting the trend alone. Finally, it is noted that the ‘predictive power’ of the α-index
is slightly superior to that of the λ-index in terms of the results presented in this paper and
those that have been studied by the authors to date. However, the computational overheads
required to compute the λ-index are less and thus, for the development of applications on
mobile trading devices, for example, the λ-index may be better suited.
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In the article an architectural model is being revealed which represents a structure of software agents in their
natural environment - a virtual world which the authors call the Game World. The components making up this
model are being discussed in detail and the whole process of education and collection of player statistics is being
revealed. A prototype game providing a way of learning road rules is presented. It is an example of a Belief-
Desire-Intention (BDI) model used for educational purposes.
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1. INTRODUCTION

The current progress of software technologies opens many opportunities in the field of ed-
ucation. Artificial environments offer great educational potential. Artificial intelligence
can not only help teachers and students craft courses that are customized to their needs,
but it can also provide feedback to both about the success of the course as a whole. Some
schools, especially those with online forms of education, are using AI systems to monitor a
student’s progress and to alert professors when there might be an issue with student perfor-
mance. Combining artificial environment with artificial intelligence promises great results
for the purposes of education. The Virtual Educational Space (VES) [?] presents possi-
bilities in the context for supply with electronic educational services. One of the purposes
in VES is insurance of educational process under the pretext of educational games. The
game activity for educational purposes is based over these principles: activity, dynamism
and entertainment, performing a certain role, problem drawbacks, molding activities, com-
petition, independence and effectiveness [?]. The preparation of the students supposes not
only varied and lasting knowledge but formation of knowledge and habits through which
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the knowledge is gaining efficient character. Learning through the activity plays a big role
for building an applied practical and research abilities, encourages the creative work and
ensures the possibility for independent work and team work. The game is enjoyable activ-
ity which has several rules and it often has a reward for the well-presented participants [?].
Ordinarily there are two models of the games in education:

—Instructivist model - the participants learn while they play educational games, presented
and developed by others.

—Constructivist model - the participants learn while they play educational games, pre-
sented and developed by themselves. There are different classifications of the games
depending on their purpose or the way the game flows. Here we will present briefly
some of the basic types of games:

Creative Games.

—Subjective role games - plot and roles are the main components of the game. The re-
alization is through game action with the children playing roles. During the game the
children always face questions which need to be solved through discussion, contempla-
tion, communication. The carefully selected role play and role for each participant allow
to express each one’s individual opinion and offer a creative solution to the real (play)
problem.;

—Building constructive games - The building-constructive game is closely tied to the dis-
play of constructive creativity. The children’s creative displays in this game are devel-
oped in the constructive activity with building elements which is realized as a complex
system of mental and practical actions.

—Game dramatization - In this game the child is in the role of a literary character, can
improvise and really undergoes a creative process and feels pleasure from the imperson-
ation.

1.1 Rule-Based Games.

Those games are built from an earlier-set content and by already known and established
rules without which you cannot participate in them. A typical example for this kind of
games are the Didactic games (mathematical and musical), where a strictly defined di-
dactic material is used which is selected with regard to known educational and learning
goals. Movement Games. In the traditional movement games the children develop phys-
ical abilities such as quickness, agility, strength, skill, learn to be durable, persistent and
hard-nosed.

1.2 Commercial and Serious Games.

The "serious games" [?] are these in which education (in its different forms) is the main
purpose and the amusement comes afterwards. Didactic games are those serious games
which teach the players in a particular area and they give them new knowledge through the
playing approach [?]. The game has its own place in the educational process and it carries
out important pedagogical functions:

—For simplifying the complex matter;
—For application of the theoretical knowledge;
ASJ, Vol. 1(1), 2016
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—For testing of the gained knowledge and skills.
—For discovering new knowledge
—For personalizing education

The raised interest by the side of coming generation to the big number of computer and
video games directed our attention to developing virtual games which allow us to apply
their new learning or find new one. Every game in VES gives the student a virtual micro
world.

2. VES OVERVIEW

Three types of assistants are supported in VES [?]. The personal assistants have to per-
form two main functions providing the needed "entry points" of the space (Fig.1, first
orbit). First, they operate as an interface between their owners and the space and if neces-
sary, carry out activities related to personalization and adaptation. Secondly, they interact
with other assistants in the space in order to start and control the execution of the gener-
ated plans. In certain cases they operate as an intermediary for activation of scenarios or
services. The personal assistants will be usually deployed over users’ mobile devices. The
specialized assistants are usually located on the server nodes of the VES, known as opera-
tives (Fig.1, third orbit). They support the execution of the plans generated by the personal
assistants; therefore they implement suitable interfaces to the available electronic services
and data repositories. Operatives serve two subspaces, known as DiLibs-Subspace and
Admin-Subspace respectively. Guards (Fig.??, second orbit) are special assistants which
are responsible for safety and the efficient execution of the plans in the space. These are
usually intelligent devices that react to various physical quantities in the environment, e.g.
smoke, temperature, humidity. The guards act as an interface between the physical and the
virtual world in the space.

3. GAME WORLD

Game World is part of the DiLibs-Subspace of VES, whose goal is to make educational
games an indelible part of the education process. Furthermore, the games will be used
for evaluating the students’ abilities for applying new knowledge. We also expect that the
games will increase the creativity during the learning process. Three assistants operate in
the Game World (Fig.??) that we will describe briefly. Game Assistant (shortly Gamer)
is an operative responsible for planning, management and control of conducting games.
This assistant is implemented as an intelligent agent with bounded rationality [?] and is
transparent to the players. Moreover the Gamer is collecting different information about
the progress of game, the chosen approach (strategy), etc. This information is personalized
for each player, because the agent keeps track of which actions belong to which player.
The collected data is transmitted to the teacher’s personal assistant (PAT). The teacher
then can make conclusions about the errors, gaps in knowledge and plan an appropriate
corrective action. In special situations, the Gamer can communicate with an operative
(Creativity interface Agent, short CA) which provides interface to the environment known
as Creativity Assistant [?]. The idea for the development of this environment is for the
particular creator to make a structure known as Creativity Map. This structure presents
different aspects of an artistic and creative process leading to the creation of a particular
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Fig. 1: VES Architecture

piece. By researching different cards, conclusions can be drawn from the creativity about
common characteristics of creative thinking. Usage of the Creativity Assistant has been
researched in different application areas, e.g. art and software engineering. Here we would
like to explore its applicability for the goals of blended learning. In the suggested model
the assistants’ environment plays a central role. The environment is composed of two parts:

—Game World - this is an interactive visual environment in which the progress of the
games is displayed. Only this part of the assistants’ environment is visible to the players.
Game World is a sharable structure which is only accessible by the players and by the
Gamer. On the one hand, depending on the nature of the game, the players can enter the
necessary information. On the other hand, the Gamer’s activities which are designed for
the player can be visualized here. A typical characteristic of the Game World is that the
Gamer itself is transparent to the players but at the same time it has many faces to them.
The Gamer appears in each game, making it interactive, reactive and proactive;

—Meta World - this part is completely invisible to players. It records various control data,
constraints and rules that can be used to assess player achievements so that the environ-
ment can be customized and the game can adapt depending on the gathered information.
For example, it can set restrictive conditions to personalize a game. Only the Gamer, the
PAT and the CA have access to the Meta World. The three agents share this common
environment through which they can interact as well.
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Conducting a game in the Game World happens through separate steps, as follows (Fig.

??.):

—Choosing a game - in this step the Gamer reviews the contents of the game room and of-
fers a game to the student. The game is chosen after approval from the PAT (respectively
the teacher);

—Initialization from the environment - in this step the teacher (through the PAT) can set
various constraints related to the student’s individual abilities, a pedagogical approach,
the nature of the game et al, and this information is saved in the Meta World. The
Gamer sends a message to the CA for readiness to activate the Creativity Environment
(any control information about this environment can be saved in the Meta World);

Fig. 2: Game World

—Game Execution - the Gamer creates a game session to conduct the selected game and
afterwards activates the Game World where it is visualized. Usually the games are ex-
ecuted interactively, with the Gamer interacting periodically with the playing student’s
PAS. During this step the Gamer collects data saved in Meta World that will be used
to evaluate the achievement of the player. The Gamer activates itself (proactive) when

ASJ, Vol. 1(1), 2016
119



· Valkanova

Fig. 3: Assistants’ Interaction

circumstances arise such as the need for assistance (if player is eligible), violation of the
game rules, completion of the game, or continuous inability to progress;

—Evaluation of the results (achievements) of students - in this step, the achievement state
in Meta World is evaluated. Furthermore, the saved data can be used by CA to create a
Creativity Map of the player or to update the existing one.

4. IMPLEMENTATION OF GAME WORLD

One of the first challenges in the development of the Game World is building a united
technological environment which integrates supplies for computer graphics and animation
with an environment in which intelligent agents can operate. In order to implement the
Game World the following technologies are chosen: HTML5 [?], JavaScript - WebGL
[?]. The libraries used for prototyping version of the virtual gaming world are Babylon.js
[?] and Three.js [?], which allow relatively easy 3D objects management and handling of
characters, lighting and camera. Future plans include the use of Unity3D as it advertises a
lot of useful features in its newest version in which there will be a direct export to WebGL
and built-in integration with Oculus Rift [?]. The assistants are implementing with the
help of JADE [?]. The prototype realization of the Game World will be demonstrated with
a particular game. Prevention of risk situations among children is an important task for
Bulgarian schools. The classes delegated to such learning in the curriculum are extremely
ASJ, Vol. 1(1), 2016
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insufficient. For that reason we expect that the inclusion of educational games in this topic
as an addition to the curriculum will show convincingly the benefits of blended learning.

Fig. 4: Home Screen of the Game

At the starting point the player has to enter their personal data - nickname and avatar and
chose a role: a driver, a cyclist, or a pedestrian (Fig. ??.). Next the player has to choose a
map and a route (Fig. ??.). The routes can be from real population spots (e.g. Plovdiv) or
from hypothetical ones.

The task of the player is to pass a given route successfully. On certain special points of the
journey known as control points he or she has to take the right decisions according to the
road rules. Control points on a route are places where the player must make a decision, for
example related to a road sign or a specific situation (Fig. ??.).

In this case, the Game World can be generated systematically or randomly from a pool of
various elements such as the following:

—Different types of routes available in the city;
ASJ, Vol. 1(1), 2016
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Fig. 5: Route Selection

—Depending on the specific user role (Driver, cyclist or pedestrian) different events may
happen;

—Different road signs may appear;
—Different traffic situations may occur. Upon reaching a control point, during the delib-

eration the Gamer has to determine the current objective of the game. In this place, the
mental states of the Gamer are specified as next:

—Beliefs are reached (checked) control points on the selected route so far, in other words
the state of player’s progress;

—Desires are certain elements of the current control point (e.g. red traffic light at a cross-
ing) or possible situations at the current control point (e.g. the player has to cross a
street);

—Intention is a selected element or situation of the current control point (element of de-
sires). During the means-ends step, according to the current goal the agent should gen-
erate a plan of action. Different options are possible:

—Proposal of different options to move through a specific point from which the player
must choose one or more;

—Prompt for the player to propose an option or to choose an action. The prototype will
be improved in order to get more customized game play according to the specific player
and his previous results.
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Fig. 6: Control Point

5. CONCLUSION

The presented prototype is a good example of a way in which a game-oriented blended
learning could be supported. Game-based learning provides the following benefits:

—To assess the ability to apply knowledge gained in game situations - a game may be one
of the levels of learning in Bloom’s taxonomy [?], used in Bulgarian education;

—The game can be integrated in the whole learning process;
—To assess creative thinking and students’ actions, but also to evaluate how individual

games contribute to the establishment of such thinking and action.
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Abstract: This research introduces a proposal to improve medical Diagnosis us-
ing Association rules of Data Mining Technique. For medical diagnosis related with
cancers, we aim to find new relationships for new predications that by build a multidi-
mensional database which their basic dimensions are blood, serum and tissues. Each
dimension has its specific attributes. Here we will build six of the proposed multi-
dimensional database, the first one for healthy, second for suspected, third for early
infected, fourth for stage one infection, fifth for stage two infections, sixth for stage
three infections.
Then after finding all associations rules from all of these six multidimensional databases
will be extracted by using the proposed method of mining. Then genetic algorithm will
be applied on all the resulted association rules from the six databases to find new asso-
ciation rules. We are hoping that the resulted rules will give new predictions for cancers
disease.
keywords: Data mining, Medical Diagnosis, Multidimensional Databases, Associa-
tion Rules, and Genetic Algorithms.

1 Introduction
Data mining derives its name from the similarities between searching or valuable

information in a large database and mining rocks for a vein of valuable ore. The more
general terms such as Knowledge Discovery in Databases (KDD) describe a more
complete process. Data mining is being put into use and studied for databases, in-
cluding relational databases, object-relational databases and object oriented databases,
data warehouses, transactional databases, unstructured and semi structured repositories
such as the World Wide Web, advanced databases such as spatial databases, multime-
dia databases, time-series databases and textual databases, and even flat files [1]. This
process of knowledge discovery is finding a connection between data and facts. It can,
in fact, be said to be a relationship between prior facts and subsequent facts. The prior
fact is called the antecedent and the subsequent fact is known as the consequent. There
should be no assumption of an underlying cause and effect connection between the an-
tecedent and consequent. Through the process of data mining, it should always be kept
in mind that data is not facts, in order to have knowledge and facts one needs data.
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The problem is stated as follows, see table 1, Let I = {i1, i2, ...im} be a set of literals, called items. Let D be a set of transactions, where 

each transaction T is a set of items such that T  I. A unique identifier TID is given to each transaction. A transaction T is said to contain 

X, a set of items in I, if X  T. An association rule is an implication of the form “X  Y”, where X  I, Y   I, and X  Y =. The rule X 

 Y has a support s in the transaction set D is s% of the transactions in D contain X   Y. In other words, the support of the rule is the 

probability that X and Y hold together among all the possible presented cases. It is said that the rule X  Y holds in the transaction set D 

with confidence c if c% of transactions in D that contain X also contain Y . In other words, the confidence of the rule is the conditional 

probability that the consequent Y is true under the condition of the antecedent X. The problem of discovering all association rules from a 

set of transactions D consists of generating the rules that have a support and confidence greater that given thresholds. These rules are called 

strong rules [4, 5]. 

 

 

3. THE PROPOSED TECHNIQUE  
 

             Medical data mining applications are determines disease outcome and effectiveness of treatments, by analyzing patient disease 

history to find some relationship between diseases. The proposed technique will introduce suggestion to improve medical diagnosis using 

association rules of data mining technique.   The proposed technique is presented in the following steps: 

Step one: 

       Build a multidimensional database has three dimensions these are blood, serum and tissues. Blood has four attributes RBC, no. of 

RBC, WBC, no.  of WBC. Serum has two attributes antibody and interleukin. Tissues have four attributes no. of cells, size of cells, 

nuclease shape, and rate of division. See figure (1) which show the proposed Multidimensional Data Base (MDB).  

   This technique aims to build six of the proposed MDB the first one for healthy, second for suspected, third for early infected, fourth for 

stage one infection, fifth for stage two infections, sixth for stage three infections. 

 

 
 

Figure 1: The proposed multidimensional database for medical diagnosis. 

 

   Step two: 

       We get the information of these six databases from medical diagnosis experts, for each database we take 100 patients. We see from our 

point of view is better to take those patients from one sex type only (female or male) since the values of some attributes are differ from one 

sex to another. Also when we get the data of the attributes these data were numbers and logical states. 

For encoding such data to be suitable for the proposed mining technique is to consider the following: 

•  The attributes have number values; we will make a threshold for normal range of numbers, if the values consistence with it then the 

attribute will not appear. But if the value exceeds the threshold this attribute will be presented by some character such as A. 

•  The attributes have logical states values; also we will do the same by assign a threshold for normal state (which may be assigned yes or 

no). If the values consistence with it then the attribute will not appear. But if the value exceeds the threshold this attribute will be presented 

by some character such as B. 

 

The proposed encoding with our attributes for male; 

Blood attributes: 

1. RBC: the normal range of diagonal = 8 micron, if it was in that range then A will not appear, but if the range is more, then A will appear. 

2. No. of  RBC: the normal range of these cells 5,2 million in one cubic millimeter, if it was in that range then B will not appear, but if the 

range is more, then B will appear. 

3. WBC:  the normal range of diagonal = 6-15 micron, if it was in that range then C will not appear, but if the range is more, then C will 

appear. 

4. No. of  WBC: the normal range of these cells 8 thousands in one cubic millimeter, if it was in that range then D will not appear, but if 

the range is more, then D will appear. 

 

Note: the same consequence for Serum attributes and Tissues attributes. 
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Step three: 

          Using the Proposed technique to deal with multidimensional database to extract the association rules, by divide the database to its 

three dimensions the first one for blood attributes, the second one for serum attributes and the third one for tissues attributes. This 

technique is presented by the following points: 

 

A- Extract the frequent itemsets from the multidimensional database by the following points: 

1. Take the first dimension D1 and find the frequent items in it. For example the threshold of minimum support is equal to 50% TIDs, so 

we find many frequent itemsets, such as:  (D1_itemset1, *, *) and (D1_itemset2, *, *) because the values D1_itemset1 and D1_itemset2 

occur 50% times; value * for the other two dimensions shows that they are not relevant. Repeating the operation for the second dimension   

we will find many frequent itemsets in them, for example   (*, D2-itemset1, *) only because the value D2-itemset1occurs 80% times; value 

* for the other dimensions shows that they are not relevant. Repeat the operation for the third dimension we will find many frequent 

itemsets in them, as an example (*, *, D3-itemset1) only because the value D3-itemset1occurs 70% times; value * for the other dimensions 

shows that they are not relevant. 

2. Now take the first dimension with concern of the second and third dimensions we will get the following frequents itemsets, for example: 

(D1_itemset1, D2-itemset1, *) and (D1_itemset1, *, D3-itemset1). Now take the second dimension with concern of the third dimension we 

will get the following frequents itemsets for example: (*, D2_itemset1, D3-itemset1). Since there are no more dimensions in our case, the 

search will end. We propose to take the minimum support for the itemsets in different dimensions. 

3. If there are more than three dimensions then we will apply the same thing by taking each dimension alone, and then take each dimension 

with others. 

B- The general frequent itemsets for the multidimensional database will be as in the follow: 

{   

D1_itemsets1, D1_itemsets2, D1_itemsets3,….  

D2_itemsets1, D2_itemsets2, D2_itemsets3,……… 

D3_itemsets1, D3_itemsets1, D3_itemsets1,……… 

D1_itemsets1D2_itemsets1 , D1_itemsets1D2_itemsets2,… 

D1_itemsets1D3_itemsets1 , D1_itemsets1D3_itemsets2,…… 

D2_itemsets1D3_itemsets1 , D2_itemsets1D3_itemsets2,……. 

} 

C. Ggenerate the association rules according apriori algorithms using the frequent itemsets displayed in the previous step. 

Step four : 

        After extracting the association rules for all six multidimensional databases then we aim to mix these association rules by using 

Genetic Algorithm (GA) [5] to obtain new rules for new predictions, this could be done by: 

 

1. A genetic representation or encoding schema for potential solutions to the problem. Each association rule will be presented as a 

series of numbers (all alphabets representing the attributes which are coded by numbers such that A=1, B=2,.. and finally the -- 

= 0). For example the association rule ABD--FG has the following numbers representation (124067). 

2. One way to create an initial population of potential solutions, the initial population already created with association rule 

algorithm which established on the multidimensional database. So this means the initial population of GA will be all the 

association rules which are represented by series of numbers. 

3. An evaluation function that plays the role of the problem environment (novel association rules), rating solutions in terms of their 

"fitness". Here the proposed evaluation function for each rule is consist of three parts, these are: 

 

 First part: counter of each number in each series of numbers is equal to one. 

 Second part: each number will appear only on the left or the right of zero. 

 Third part: confidence of the rule will pass the minimum confidence. 

4. Genetic operators that alter the composition of offspring. One-point crossover is the most basic crossover operator, where a 

crossover point on the genetic code is selected at zero number occurs in the series of numbers, and two parent rules are 

interchanged at this point. 

5. Crossover exploits existing rule potentials, but if the population does not contain all the encoded information needed to find the 

novel rules, no amount of rules mixing can produce a satisfactory solution. For this reason, a mutation operator capable of 

spontaneously generating new frame is included. The most common way of implementing mutation is to flip a bit with a 

probability equal to a very low, given Mutation Rate (MR). A mutation operator can prevent any single bit from converging to a 

value through the entire population and, more important, it can prevent the population from converging and stagnating at any 

local optima. 

6. Values for the various parameters that used by the genetic algorithm (population size, rate of applied operators, etc.). For our 

particular problem we use the following parameters of the genetic algorithm: Population size, pop-size = 4000 (the parameter 

was already used), Probability of crossover, PC = 1, Probability of mutation, PM = 0.001 (the parameter will be used in a 

mutation operation) [4]. 

Continue with genetic processing until the optimized rules will be optimized to be the novel rules. 

4. THE PROPOSED SOFTWARE ENGINEERING APPROACH 
 

127



   To explain the proposed technique practically, we introduce the proposed software, see figure (2) which explain the main window for the 

software. This window contains six commands and these are: display database, update database, mining medical database, applying GA on 

AR and finally analyze and display prediction.  

 

 
Figure 2: The main window of the software. 

The first and second command: If the first command (display medical database) clicked then figure (3-a) will be appear to make user 

choose which database wanted for display. If the second command (update medical database) clicked then figure (3-b) will be appear to 

make user choose which database wanted for update. Figure (4) shows the first database for healthy persons. 

 

(a) 

 

(b) 

Figure 3: The windows for display and update databases. 
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          Figure 4: The database Window for healthy person. 

The third command: If the third command (mining medical database) clicked the window in figure (5) will appear. 

 

Figure 5 The window of mining process. 

This window provides a medical diagnosis analyzer for the option to choose which of the six databases, the user likes to mine and then 

collect their resulted AR from one file. Here we will choose the entire six, then click the command (mine each of selected alone). This is to 

apply the proposed AR mining on each database to extract their resulted ARs in separated six files, see figure (6). After clicking the 

command (collect all), all these files will be in one file called pool.txt, see figure (7). 

 

Figure 6: The window which display files name of ARs for each database. 
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Figure (7): The window which display the file name collect all ARs in all six files. 

The fourth command: This command called (apply GA), if it clicked then figure (8) will appear. 

 

Figure 8: The Window of GA parameters. 

This window displays the file which has all ARs of all the six databases. Also explains that there is no finite number of generation but the 

stop point indicates that there is no much more optimization, fitness must be perfect no error tolerance, the probability of mutation must be 

very little, and fitness function which has three conditions will be found in file called fit.txt.  

Finally if the command called (apply GA) in figure (8) will be clicked then all ARs in pool.txt file will be converted in to the proposed 

encoded schema.   The GA on these encoded ARs will be applied according to the presented parameters. After this process the resulted 

ARs will be stored in file name’s gaar.txt. The last one will be decoded the new encoded ARs to the normal ARs format, store these final 

ARs in file name’s agar.txt, see figure (9) 

 

Figure 9: The Window which displays the names of files resulted from applying GA on ARs. 

The fifth command: If that command is clicked then all the analysis process will be done to give a report contains an analysis for ARs and 

determines the predictions extracted from them. 

5. RESULTS AND CONCLUSIONS 
From the proposed research we conclude the following: 

1. Here we built modest software to implement the proposed technique. That software customized for the following specification: 

built six multidimensional databases as explained in early sections, each one has three dimensions; first one the blood which has 

four attributes, second has three attributes and finally third has five attributes.  

2. We tend to make each one of these six proposed multidimensional database has 100 transaction (each one has the medical 

information for 100 person. Those persons are the 100 healthy people in first multidimensional database, suspected in second 

multidimensional database, and so on. 

3. Applying our proposal for extracting frequent itemsets from these databases will save time and space. Because of extracting the 

frequent itemsets with cancelling the dimension consideration (deals with the proposed database as normal transactional 

database) will make the no. of attribute is 12 and that will consume much time and space. 130



4. After extracting the association rules from each database we tend to mix these association rules which are extracted from six 

separated database by using genetic algorithm. 

5. We customize the genetic algorithm for our proposed technique, that by propose a schema for encoding the rules, and then 

making the initial pool is all the extracted rules from the six databases. Making the crossover point is - provide much justifying 

generating new child rules from parents rule. 

6. Fitness function customizes to satisfy the basic conditions in building the association rules according the data mining techniques. 

7. Although our limited experience in the medical diagnosis field, we get a new association rules which give us new relations. We 

think these relations could give a new prediction to discover cancers in very early times. From these relations we introduce the 

following: 

 After analysis stage there are new rules which predicate very strong relations among changes of blood components with 

sold cancer, in addition to the changes of tissues components. These rules traditionally must appear with infected 

persons but in our proposed technique we see it appear with healthy, suspected, and early infected persons in addition 

to the three infected stages. 
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The decreasing number of road accidents around the world have attracted researchers from different disciplines
to investigate the causes of accidents and to propose accidents prediction and prevention systems in an attempt to
reduce the fatalities and save people’s lives. Predicting road accidents is a complicated task due to the fact that,
the accidents is considered as dynamic interaction between the driver, the vehicle, other vehicles on the road and
the environment, meaning that it is affected by different factors and develops over time. Therefore, it is important
to collect and analyse information about the above mentioned factors in order to predict the accident likelihood
accurately. In this paper, we explain the contributory factors that lead to road accidents and we propose a hybrid
reasoning technique for predicting the accidents likelihood accurately by combining information about the driver,
the vehicle and the environment.

Categories and Subject Descriptors: Context-Aware Systems [Vehicle]:

General Terms: [Software Engineering], [Pervasive Computing]

Additional Key Words and Phrases: Accidents Prediction, Hybrid Reasoning, Driver Behaviour

1. INTRODUCTION

At the present time cars and other private vehicles are used daily by many peoples. The
biggest problem regarding the increased use of private transport is the increasing number
of fatalities that occur due to accidents on the roads; the expense and related dangers have
been recognised as a serious problem being confronted by modern society. According to
the UK department for transport report for road casualties in Great Britain for the year
ending June 2014, there were 193,290 casualties of all severities including 24,580 killed
or seriously injured due to road accidents. This number is considered as big dilemma that
have to be tackled by governments and societies.

Road accidents is considered as uncertain context and a dynamic interaction between
the driver, the vehicle, other vehicles on the road and the environment, meaning that it
is affected by different factors and develops over time. According to the UK department
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for transport [1], the main factors that contribute in road accidents are classified into the
following categorise: road conditions (i.e. slippery road), vehicle defects (i.e. defective
brakes), injudicious action (i.e. following too close), driver error (i.e. failing to look prop-
erly), driver abnormal behaviour (i.e. drunk, fatigue, reckless, etc.), vision affected by fog,
pedestrians and special conditions such as stolen vehicle. Including more factors during
predicting (inferring) the accident likelihood leads to increase the accuracy and the com-
pleteness of the system. However, it is important to appropriately select the that have to be
included in the reasoning in order to infer more accurate accident likelihood. In this paper,
we present the main work that have been carried out in the area of accidents prediction and
prevention, and we identify their limitations and challenges. Then we propose and discuss
the use of hybrid reasoning techniques for inferring different context (contributory factors)
in order to predict the accidents likelihood accurately.

The reminder of this paper is organised as follows. Section 2 introduces the work that
have been done in the field of accidents analysis and prediction. The proposed idea of
predicting the accidents using hybrid reasoning techniques is illustrated in section 3, and
the conclution is given in section 4.

2. RELATED WORK

There have been several researchers working on the development of accidents prediction
and driver behaviour detection systems using range of methods. Some of them have at-
tempted to measure the driver context, the vehicle context or the environment context in
order to predict the accidents likelihood. While, other researchers have tried to monitor the
driver, vehicle and the environment, to detect the behaviour of the driver which is consid-
ered as a major factor in accidents. Below, we summarise the main work that have been
carried out in these areas.

Tokoro et al. [2] utilising adaptive cruise control (ACC) to proposed a pre-crash safety
system (PSC) aims to enhance vehicle safety and reduce the injuries caused by collisions,
by activating a pre-crash seat belt and pre-crash brake to assist in the event of an unavoid-
able accident. The author has developed millimetre wave radar as well as a new signal-
processing algorithm in order to increase the accuracy of the system. When the electronic
control unit (ECU) detects an incoming obstacle based on the time to crash (TTC) de-
cideabout the collision is avoidable or not, the PCS will activate a seat belt and brake
assessment. The proposed system islead to inaccurate crash predictionsbecause it obtains
information about the vehicle only. Moreover, the system deploys the action only when
the crash is unavoidable, which is insufficient, as the aim of this work is to predict a crash
early enough to avoid injuries.

In. [3] deployed a collision mitigation system (CMS) to calculate the possibility of a
collision, using variety of high technology sensorsand a pre-crash algorithm, the system
takes into account the wheel speed, steering angle, yaw-rate, lateral acceleration, side-slip
angle, longitudinal and lateral velocity and acceleration, as an input to the system. The
pre-crash algorithms used to enhance the airbag deployment performance by calculating
the crash possibility, time to crash (TTC) and crash type via estimated information. An
original method for crash type decision making were proposed to enhance airbag deploy-
ment, which involved defining a possible crash zone and lowering the crash algorithm
ASJ, Vol. 1(1), 2016
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threshold using a bicycle model that had been modified.

Karlsson et al. [4] developed a collision avoidance system using late braking to avoid or
mitigate any collision. A Bayesian approach with implementation of an extended Kalman
filter (EKF) method and a particle filter approach were used to solve the tracking problem
and to make decisions. Comparisons were made between the two filters for different sensor
noise distributions, using the Monte Carlo simulation method. The braking decision was
based on a statistical hypothesis test, in which the collision risk was measured in terms of
required acceleration to avoid collision. This model considered the state vector relative to
position, velocity, direction and distance, to calculate the hypothesis node probability.

In [5], the focus of the paper was on building a context-aware smart car by developing a
hierarchical model that is able to collect, reason about, and react to contextual information
about the driver, the vehicle, and the environment, providing a safe and comfortable driv-
ing environment. However, this system is restricted to warning the driver and controlling
the vehicle and does not warn other vehicles on road by sending warning messages. [6], a
context-aware system is proposed that is used to collect and analyze contextual informa-
tion about the driver, the vehicle, and the environment in real-time driving. It also collects
information from questionnaires completed by the drivers to create driving situations. The
Bayesian network is used to reason about this contextual information, which is relatively
uncertain information, by using a learning process to observe and predict the future be-
havior of the driver. The system was able to predict the future behavior of the driver and
cannot detect the current state of the driver and warn other vehicles on the road.

In[7], the detection of the fatigue level of the driver using a video camera to extract
different cues such as eye state, eyelid movement, gaze movement, head movement, and
facial expression is attempted to measure the fatigue level and warn the driver via in-vehicle
alarms. In [8], a system for drowsy driver detection in real-time driving by collecting in-
formation about the driver’s behavior, such as the speed of the vehicle, the vehicle’s lateral
position, the yawing angle, the steering wheel angle, and the vehicle’s lane position is
proposed. Their system uses artificial neural networks to combine different indications of
drowsiness and to predict whether a driver is drowsy and to issue a warning if required.

The above systems have achieved good results in predicting the accident likelihood and
in detecting the behaviour of the driver. However, none of which has taken into account
the combination of the driver, the vehicle and the environment in one system. In addition,
all of which have only utilised one reasoning technique to infer the collected context, as
they used one contributory factor which itself hard to be sensed using sensor and needs to
be inferred using specific reasoning technique. We argue in this paper that, to predict the
accident likelihood accurately, several contributory factors have to be inferred and several
reasoning technique have to be applied to perform the inference process.

3. THE PROPOSED ACCIDENTS PREDICTION MODEL

In our previous work [9], we proposed a context aware accidents prediction and prevention
system for VANET, the aim of the proposed system was to predict the accidents likelihood
and severity. The accident likelihood was considered as uncertain context that evolves over
the course of driving. The Dynamic Bayesian Network was utilised to combine different
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contributory factors of road accidents including the vehicle, the driver, the environment and
other vehicles on the road. However, the driver status was defined as having two mutually
exclusive states, which are good and bad. While, the behaviour of the driver was defined
in our previous work [10] as a complex and dynamic interaction between the driver, the
vehicle and the environment, and is developing over time. Several contextual information
was collected and inferred utilising the Dynamic Bayesian Network in order to deduce four
types of behaviours (i.e. drunk, reckless, fatigue and normal behaviour). Both of the above
systems have achieved good results, but defining the driver in [9] as having two states
(good and bad) is insufficient considering the definition of behaviour that given in [10].
Moreover, detecting the behaviour of the driver in isolation will not provide a complete
view about the likelihood of the accidents.

In this paper, we propose a hybrid reasoning technique that combines the previously
proposed systems [9; ?] together in one system in order to predict the accident likelihood
more accurately. In [9], the focus was on the vehicle and the environment where few con-
textual information about the driver was considered. While, in [10] the focus was on the
driver and the environment context, where few contextual information about the vehicle
was considered (i.e. the position of vehicle between the lane markers). Combining the
output of the first system, which is the accident likelihood with the output of the second
system, which is the behaviour of the driver using another reasoning technique (i.e. Fuzzy
Logic or Neural Networks) will provide more accurate prediction, as several contributory
factors (i.e. road conditions, vehicle defects, driver error, driver abnormal behaviour and
weather conditions) will be collected, analysed and inferred using different reasoning tech-
niques. The level of accuracy in predicting the accident likelihood will be increased due
to the fact that, the more data we include in the reasoning process, the more accurate the
decision will be.

The main challenge that raised from the above argument is, how to integrate more than
one reasoning technique in one system and how to integrate them with the system archi-
tecture. The available reasoning techniques are computationally expensive and are slow,
while the time is a critical factor in the safety applications. Therefore, it is important to
examine and analyse the performance and the complexity of the reasoners, and the way of
integrating many reasoners in one system without affecting its resources and performance.

4. CONCLUSION

The increased number of fatalities and related dangers that have occurred as a consequence
of road accidents, have been identified as a major problem being confronted by modern so-
ciety. Road accidents might take place due to several reasons (factors), The UK department
for transport has identified the main factors for road accidents. In this paper, we explained
the main contributory factors that cause road accidents, then we summarised different pro-
posed driver behaviour detection and accident prediction systems and identified their lim-
itations and drawbacks. Then we proposed a hybrid reasoning technique for predicting
the likelihood of road accidents, and discussed the challenges that might be faced when
applying this method, the challenges are: integrating more than one reasoning technique in
one system without affecting the system performance and provide a hybrid reasoner that is
able to work in real time.
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